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Abstract—Recording multiple sound sources in a reverberant
environment results in convolutive mixtures. Sound sources
can be extracted from microphone array recordings of such
mixtures using acoustic source separation techniques. Acoustic
source separation using recordings obtained from rigid spherical
microphone arrays (RSMA) benefit from the representation of
sound fields as series of spherical harmonics. More specifically,
RSMAs afford increased flexibility in acoustic beamforming and
spatial filtering. We propose a data-driven DOA estimation and
acoustic source separation method based on a dictionary-based
sparse decomposition of sound fields. The proposed method
involves identifying the time-frequency bins with contributions
from a single source only and those with sensor noise or diffuse
sound field components. The former set of bins is used in DOA
estimation and beamforming in the sparse decomposition domain.
The latter set is used to calculate the diffuse field covariance
matrix used in Wiener post-filtering to improve the source
separation performance further. We demonstrate the utility of
the proposed method via extensive objective and subjective
evaluations.

Index Terms—rigid spherical microphone array, acoustic
source separation, spherical harmonics, sparse recovery

I. INTRODUCTION

Recordings of indoors acoustic scenes comprise the direct
path components from sound sources as well as their reflec-
tions and late reverberation. Localization and separation of
sound sources that are present in such scenes are two of the
most important and computationally most demanding tasks
for many acoustic applications such as speech recognition [1],
robot audition [2] and smart home assistant devices [3].

Signals obtained using rigid spherical microphone arrays
(RSMAs) can be processed to obtain order-limited spherical
harmonic decompositions (SHD) of sound fields. SHD decou-
ples directional and frequency-dependent components [4], and
simplifies the associated microphone array processing algo-
rithms. The development of practical RSMAs within the past
two decades [5], [6] resulted in the proliferation of direction
of arrival (DOA) estimation and beamforming algorithms.

Acoustic source separation from microphone array record-
ings typically involves two stages: DOA estimation and spatial
filtering. These two components often rely on different signal
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models and processing frameworks, resulting in disjoint al-
gorithms developed for DOA estimation or source separation
alone.

The most straightforward DOA estimation algorithm for
RSMAs involves steering a maximum directivity beam in
all possible directions and finding the direction that maxi-
mizes the output power [7]. Subspace-based methods derived
from classical spectrum estimation theory such as EB-MUSIC
[8] and EB-ESPRIT [9], [10] provide high-resolution DOA
estimation. Computationally less expensive DOA estimation
approaches that rely on the energetic analysis of sound fields
also exist. The earliest of these methods uses pseudo-intensity
vectors (PIV), calculated from the first four spherical harmonic
components of the sound field [11]. Related approaches such
as subspace PIV (SS-PIV) [7] and augmented intensity vectors
(AIV) [12] extend the idea that underlies the original PIV
method. Another recent method, called hierarchical grid re-
finement (HiGRID), uses spatial entropy to adaptively refine
a spherical search grid for identifying the local maxima of the
steered response power density (SRPD) [13].

The accuracy of DOA estimation methods is typically
reduced for acoustic scenes comprising multiple sources with
overlapping spectra. Several methods were proposed to mit-
igate this problem. The direct path dominance (DPD) test
uses the ratio of the two largest singular values of the
spatial correlation matrix to identify the time-frequency bins
where only a single source is active [14]. Another approach
identifies single sound zones as contiguous regions in the time-
frequency plane that predominantly contain a single dominant
source [15]–[17]. Low-resolution HiGRID was used as a
computationally effective source counting method together
with EB-MUSIC [18]. The present authors have also proposed
a sparsity-based approach to identify time-frequency bins with
contributions substantially from a single source [19].

A commonly used acoustic source separation approach is
spatial filtering via beamforming. Beamforming based ap-
proaches can be divided roughly into two categories: fixed [5]
or signal dependent [20], [21]. The application of post-filtering
in order to improve the performance of beamforming was
also proposed [22]. However, such approaches typically do
not perform well in highly reverberant environments.

More recently, sparse spectrotemporal or spatial representa-
tions of sound fields have been employed in acoustic source
separation [23]. In one of the earliest applications of sparse
recovery for sound field analysis in the spherical harmonic
domain, dereverberation is achieved by estimating the direct
sound and the early reflections followed by an approximate
multichannel inversion of the room response [24]. Similarly,
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sparse recovery has been used in DOA estimation in con-
junction with independent component analysis (ICA) [25] or
by using dictionaries comprising spherical harmonic functions
sampled at a discrete set of directions [26], [27]. It is also
possible to jointly localize and separate sources using orthog-
onal dictionaries comprising spherical harmonic coefficients
oriented in different directions [28], and the dictionaries em-
ployed for this purpose can be learned online [29]. Joint DOA
estimation and dereverberation can also be achieved by sparse
plane wave decomposition over a redundant dictionary of
plane wave components defined in Cartesian coordinates [30].

The present authors proposed a dictionary-based approach
operating in the time-frequency domain to obtain a sparse
plane-wave decomposition of the sound field followed by spa-
tial filtering over the dictionary weights for direction-informed
source separation [31]. While this approach provides excellent
source separation performance when the sources have similar
direct-to-reverberant energy (D/R) ratios, increasing the D/R
ratio differences reduces its performance. This degradation oc-
curs due to the fixed beamwidth of the employed spatial filter
that fails to capture the spread of the directional distribution
that varies with the D/R ratio.

While some state-of-the-art methods perform well under
anechoic conditions, their performance deteriorates with in-
creasing reverberation and sensor noise, rendering their output
mostly unusable in practical contexts, particularly in terms of
interference suppression. Besides, the lack of a unified frame-
work within which both DOA estimation, source separation
and noise suppression can be carried out necessitates the use
of algorithms that rely on essentially incompatible models,
potentially increasing the computational cost.

In this paper, we unify the DOA estimation and source
separation methods that we proposed in [31] and [19] under
a single framework and extend this unified framework: 1) to
make it adaptive to sources with different D/R ratios, and 2) to
increase its robustness to reverberation and sensor noise. The
approach we propose is based on a sparse decomposition of the
steered response functional carried out in the time-frequency
domain. DOA estimation relies on the identification of time-
frequency bins that have a single dominant component. The
distributions of the DOA estimates are then used to calculate
and adapt the spatial filters used for directionally weighting
the sparse plane wave decomposition of the sound field to
separate sound sources from the mixture. The performance of
the proposed approach is further improved by the application
of Wiener post-filtering that relies on the identification of
diffuse and noise-like time-frequency bins using the same
sparse representation.

This article is organized as follows. Sec. II introduces
the spherical harmonic decomposition framework used in the
remainder of the article. The proposed DOA estimation and
separation approaches are explained in Sec. III. Results of an
objective evaluation of the method are presented in Sec. IV
followed by Sec. V that presents a subjective evaluation, and
by Sec. VI that presents a comparison with two other state-
of-the-art methods. Sec. VII concludes the article.

II. BACKGROUND

A. Spherical Harmonic Decomposition

An arbitrary function defined on a sphere can be represented
as a weighted series of spherical harmonic functions, such that:

f(Ω) =

∞∑
n=0

n∑
m=−n

fnmY
m
n (Ω), (1)

where Y mn (θ, φ) is the spherical harmonic function of degree
n ∈ N and order m ∈ Z, in the direction Ω = (θ, φ) where
0 ≤ θ < π, 0 ≤ φ < 2π are the inclination and azimuth
angles, respectively. The coefficients, fnm can be calculated
as:

fnm =

∫
S

f(Ω)[Y mn (Ω)]∗dΩ, (2)

where n ≥ 0 and m ≤ |n| and S is the unit sphere. The series
expansion described above is called the spherical harmonic de-
composition (SHD). The SHD coefficients of a unit amplitude
plane wave, incident from the direction Ωp = (θp, φp) in the
acoustic free field are given as:

pnm = 4πinjn(kr)[Y mn (Ωp)]
∗ (3)

where jn(·) is the spherical Bessel function of the first
kind. This representation naturally arises as a solution of the
Helmholtz equation [32].

B. Rigid Spherical Microphone Arrays

A rigid spherical microphone array (RSMA) comprises
a finite number, D, of pressure microphones positioned in
the directions, {Ωd}d=1···D, on the surface of a sound-hard
sphere of radius, ra. The pressure signals captured using these
microphones can be used to calculate the SHD coefficients of
the recorded sound field. This is done by approximating the
surface integral in (2) numerically such that:

pnm =

D∑
d=1

wdpd(k)[Y mn (Ωd)]
∗ (4)

where wd are the quadrature weights that depend on the
particular positions of microphones on the sphere, pd(k) is
the pressure signal captured by the microphone, d, k = 2πf/c
is the wave number with f the frequency and c the speed of
sound.

Note that sampling on the sphere results in spatial aliasing
and the SHD obtained using RSMAs is therefore order-limited
with the maximum order, (N+1)2 ≤M . This means that only
the first N + 1 terms which are substantially alias-free would
be useful in practice.

C. Plane Wave Decomposition (PWD)

An arbitrary sound field can be represented as a linear
combination of plane waves in what is called the plane
wave decomposition (PWD). PWD in the spherical harmonic
domain allows utilizing the separation of frequency dependent
and direction dependent components of sound fields.

The pressure around a rigid sphere of radius ra due to a
monochromatic plane wave propagating from the direction
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Ωq = (θq, φq) can be expressed in the spherical harmonic
domain as [33]:

pq(k, r,Ω) = αq

∞∑
n=0

m=n∑
m=−n

p(q)
nmY

m
n (Ω), (5)

where r ≥ ra, αq ∈ C is the complex-valued ampli-
tude of the plane wave, p(q)

nm = 4πinbn(kr)[Y mn (Ωq)]
∗ are

the SHD coefficients, and (r,Ω) is an observation point
expressed in the spherical coordinates. Here bn(kr) =

4πin
[
jn(kr)− j′n(kra)/h

(2)′

n (kra)h
(2)
n (kr)

]
represents the

combined effect of the incident and scattered sound fields. Af-
ter equalizing this frequency-dependent term, the sound field
around the sphere can be expressed as a linear combination
of multiple spherical harmonics evaluated at the directions of
the individual plane waves, such that:

p̃nm =

Q∑
q=1

αq[Y
m
n (Ωq)]

∗ (6)

where {αq}q=1···Q are the complex valued amplitudes of the
plane waves that constitute the sound field.

In a reverberant environment with S sources, only S ≤ Q of
the plane wave components will correspond to these sources
and the remaining Q − S plane waves will come from
reflections and reverberation. DOA estimation aims to find
{Ωq}q=1···S and source separation aims to extract {αq}q=1···S
from the mixture. Notice that in the most general case, at a
position close to a reflecting surface, there may be reflection
components that may have higher power than the sources
themselves, so the strongest components need not correspond
to sound sources.

D. Steered Response Functional

An arbitrary shaped beam that can be steered symmetrically
in three dimensions can be formed by combining spherical
harmonic components [5]. A maximum directivity (MaxDF)
beam can be obtained by weighting the equalized SHD co-
efficients with spherical harmonic functions evaluated at the
steering direction Ωs such that:

pSRF(Ωs) =

∞∑
n=0

n∑
m=−n

p̃nmY
m
n (Ωs) (7)

=

Q∑
q=1

αq

∞∑
n=0

n∑
m=−n

[Y mn (Ωq)]
∗Y mn (Ωs), (8)

where the complex valued quantity, pSRF(Ωs), is called the
steered response functional (SRF).

Truncating the series in (8) to its first N + 1 terms and
employing Christoffel’s summation formula [34], SRF can be
expressed as a linear combination of Q spatially bandlimited,
real valued functions, ΛN (Θ), such that:

pSRF(Ωs) =

Q∑
q=1

αqΛN (Ωq|Ωs) (9)

where ΛN (Θq,s) , ΛN (Ωq|Ωs), is called an N th-order Leg-
endre kernel, given as:

ΛN (Θq,s) =

N∑
n=0

2n+ 1

4π
Pn(cos Θq,s). (10)

Here, Pn(·) is the Legendre polynomial of order n and
Θq,s is the angle between the direction of incidence (i.e. in
the opposite direction to the DOA vector), Ωq , and of the
steering direction, Ωs, respectively. Notice that ΛN (Θq,s) is
rotationally symmetric with respect to the direction, Θs and
that:

lim
N−→∞ΛN (Θq,s) =

1

2π
δ(cos Θq,s − 1) (11)

where δ(·) is the Dirac delta function [33].

III. DOA ESTIMATION AND SOURCE SEPARATION USING
SPARSE REPRESENTATIONS

The method we propose in this paper uses the spatial distri-
bution of source DOA estimates to adapt the characteristics of
the spatial filter used to obtain a virtual beam. The method
operates on the SHD coefficients obtained for each time-
frequency bin of the individual channels of RSMA recordings
and comprises three main components: i) a residual energy
test to select bins that have a single source components for
estimating source DOAs and bins that contain diffuse field
and sensor noise for estimating the noise covariance matrix,
ii) an adaptive spatial filtering stage based on the distributions
of DOA estimates for source separation, and iii) Wiener post-
filtering to improve the separation performance. All of these
stages depend on a sparse plane wave decomposition of the
recorded sound field carried out in the time-frequency domain.
Fig. 1 shows the different stages of the proposed method.

A. Problem formulation

The signal model that we employ is based on the
expression of the sound field at a given time-frequency
bin (τ, κ) as a complex valued vector, p(τ, κ) =
[pSRF(τ, κ|Ω1), pSRF(τ, κ|Ω2), · · · pSRF(τ, κ|ΩH)]T comprising
the values of the SRF at that time-frequency bin, sampled at H
near-uniformly sampled directions, {Ωh}h=1···H , on the unit
sphere. This vector can be expressed as a linear combination
of R Legendre kernels, each representing a single plane wave,
such that:

p(τ, κ) =

R∑
r=1

αr(τ, κ)Λ(N)
r + ρ(τ, κ) (12)

where {αr(τ, κ)}s=1···R are complex-valued weights that rep-
resent the amplitudes of each plane wave, and:

Λ(N)
r , [ΛN (Ωr|Ω1) ΛN (Ωr|Ω2) · · ·ΛN (Ωr|ΩH)]T (13)

is an H×1 vector comprising the values of the Legendre kernel
of order N localized at Ωr sampled at the same directions as
the SRF, and ρ(τ, κ) is a residual term that contains the diffuse
field components and distortions due to sensor noise given as:

ρ(τ, κ) =
∑
q

Ãqe
−jχ̃qΛ

(N)
q̃ +N (τ, κ) (14)
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Fig. 1. Different stages of the proposed DOA estimation and source separation framework based on sparse plane wave decomposition.
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Fig. 2. Legendre kernels of orders (a) N = 1 and (b) N = 4 localized at
(θ, φ) = (π/2, 0), calculated on a HEALPix grid with H = 192 pixels and
displayed using Mollweide projections.

where Ãq is a normally distributed amplitude term, χ̃q is
a phase term that is uniformly distributed in [0, 2π), Ω̃q
is uniformly distributed on the unit sphere, and N (τ, κ)
represents additive white Gaussian sensor noise.

Alternatively, S active sound sources can be separated from
their respective reflections and reverberation and the latter
would be lumped together into a compound term η(τ, κ), such
that:

p(τ, κ) =

S∑
s=1

αs(τ, κ)Λ(N)
s + η(τ, κ) (15)

This signal model can be expressed in matrix form as:

p = La(τ, κ) + η(τ, κ) (16)

where L ∈ RH×S is a matrix comprising S Legendre kernels
corresponding to sources in its columns, a ∈ CS×1 is a vector
comprising their amplitudes, and η ∈ CH×1 is a noise vector.
The models given in (12) and (15) are used for casting the
source localization and separation problems into the same
sparse framework.

B. Preprocessing Step

The preprocessing step of the proposed algorithm includes
three stages. Firstly, an invertible time-frequency representa-
tion, {Pq(τ, κ)}q=1···Q of the signals from each individual
microphone of the RSMA is computed. Secondly, the SHD
for each time-frequency bin p̃nm(τ, κ) where 0 ≤ n ≤ N and
|m| ≤ n is calculated using the appropriate quadrature formula

for the employed RSMA. Finally, the SRF vector, p(τ, κ)
is calculated at near-uniformly sampled directions on the
unit sphere. We use the short-time Fourier transform (STFT)
as an invertible time-frequency representation, and the pixel
centroids of a hierarchical equal area isolatitude pixelization
(HEALPix) grid [35] for calculating the SRF vector.

C. Sparse Plane Wave Decomposition

The sparse plane wave decomposition that will be used in
subsequent stages of the proposed method is obtained via
orthogonal matching pursuit (OMP) [36], [37] by using a
dictionary of Legendre kernels defined on the unit sphere. The
fixed dictionary,

Ψ = [Λ
(N)
1 Λ

(N)
2 · · ·Λ(N)

W ], (17)

used in OMP, comprises H × 1 vectors {Λ(N)
w }w=1···W in its

columns as atoms that represent Legendre kernels sampled at
H discrete directions on a near-uniform spherical grid with
peaks corresponding to W different directions, {Ωw}w=1···W
covering the whole unit sphere where W ≥ H . The maximum
order, N , of the Legendre kernels depends on the maximum
order afforded by the RSMA at a given frequency and will be
different for different frequencies [33]. Fig. 2 shows Legendre
kernels of order N = 1 and N = 4, respectively. The sharper
spatial localization of the higher-order kernel is clearly visible.

The OMP algorithm comprises the iterative refinement
of the sparse representation to find a good fit to the SRF
vector, and the calculation of the residual error vector that
is orthogonal to the approximation. More specifically, the
residual error is initialized with the original SRF vector to
be approximated (i.e. r0(τ, κ) = p(τ, κ)) and each iteration
involves the selection of the atom from the dictionary having
the highest inner product with the residual. The residual vector
for the next iteration is calculated as:

rt+1(τ, κ) =
[
I− Lt

(
LTt Lt

)−1
LTt

]
p(τ, κ) (18)

where Lt = [Lt−1 |Λt] and Λt = argmax
Λw∈Ψ

|ΛT
wrt|.

The iterations can be stopped either after a prescribed
number of repetitions or when the energy of the residual vector
falls below a prescribed threshold. Upon the completion of the
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iterations, a least-squares approximation to the complex valued
R × 1 complex amplitude vector, a = [α1, α2 · · · αR]T is
obtained using the Moore-Penrose pseudoinverse as:

a(τ, κ) =
(
LTL

)−1
LTp(τ, κ). (19)

where L , L(τ, κ) comprises the R atoms {Λ(N)
r }r=1···R

used in the final sparse representation. For the case where
the representation is obtained using a prescribed number of R
iterations the representation uses R terms. For the case where
a threshold is used as the stopping criterion, R depends on the
choice of threshold. For the examples presented in this article,
the iterations were stopped once the energy of the residual
vector was more than 10 dB below the total energy. Note
that R ≥ S in order for the final representation to accurately
approximate the SRF vector.

D. Residual Energy Test (RENT)

Residual energy test (RENT) is used to select time-
frequency bins that contain contributions substantially from
a single source only as well as those that contain diffuse field
or noise. RENT uses the output of the first iteration of the
OMP algorithm to calculate the RENT measure:

R(τ, κ) = 1− ‖r1(τ, κ)‖2

‖r0(τ, κ)‖2
, (20)

where 0 < R(τ, k) ≤ 1. RENT allows classifying time
frequency bins into three groups: bins with a single dominant
source, bins with dominant diffuse field and noise, and bins
that comprise one or more dominant sources, including their
early reflections or diffuse field.

1) DOA Estimation: A time-frequency bin with a single
plane wave can ideally be represented using a single atom
resulting in R(τ, k) ≈ 1. The time-frequency bins for which
R(τ, κ) is greater than a prescribed single source threshold,
THRss, such that:

SRENT = {(τ, k) : R(τ, k) > THRss} (21)

are used in DOA estimation by registering the index, h, of the
dictionary atom selected at the first iteration of OMP for each
selected bin in SRENT. Since that atom is localized at a given
direction, Ωh, the DOA estimates are readily obtained for the
corresponding bins.

The distribution of DOA estimates, Qc, is obtained
by aggregating the individual DOA estimates in a
given time-frequency region Υa = {(τ, κ)|τ ∈
[τa − τw/2, τa + τw/2] , κ ∈ [κa − κw/2, κa + κw/2]}
where τa is the center and τw is the duration of the time
interval, κa is the center and κw is the range of the frequency
interval, respectively. Since RENT provides discrete DOA
estimates, the resulting DOA histograms have bin resolutions
defined by the resolution of the employed spherical grid.

The distribution of DOA estimates for the analysis region,
Υa, is thresholded, binarized and then grouped into a set
of clusters, {Qc,s}s=1···S , via connected components labeling
(CCL) [38] such that Qc =

⋃
SQc,s. The source count, S and

the DOAs {Ωs}s=1···S for the given analysis interval are ob-
tained from CCL as the number of clusters and their centroids
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Fig. 3. Spectrogram of a two-source mixture with 20 dB SNR sensor noise
(top) and time-frequency bins selected using RENT (bottom)

respectively. Note that for a reverberant sound field, the spread
and orientation of the DOA distributions of individual sources
depend substantially on the direct-to-reverberant (D/R) energy
ratio, which covaries with the source distance, where a higher
D/R ratio results in a lower spread of the DOA estimates, and
vice versa.

2) Noise Covariance Matrix Estimation: The time-
frequency bins without dominant sources are used for esti-
mating the noise covariance matrix employed in Wiener post-
filtering. In the ideal case, the energy of the SRF vector for a
time-frequency bin that predominantly contains diffuse energy
or noise is distributed uniformly in all directions. These time-
frequency bins are selected as:

NRENT = {(τ, κ) : R(τ, κ) < THRdf} (22)

where for the ideally diffuse case R(τ, κ) ≈ 1/H . These bins
are considered to comprise substantially of η(τ, κ).

The noise covariance matrix, Φη = E[η(τ, κ)η(τ, κ)H ] can
then be calculated from the identified time-frequency bins in
the analysis interval as:

Φη ≈
1

card(NRENT)

∑
(τ,κ)∈NRENT

p(τ, κ)p(τ, κ)H (23)

where card(·) represents the cardinality of the set. The noise
covariance matrix is updated at each analysis interval, Υa.
Fig. 3 shows the spectrogram of a two-source mixture with
additive sensor noise at 20 dB SNR alongside the single source
and noise/diffuse time-frequency bins identified using RENT.

E. Beamforming via Adaptive Spatial Filtering

It is possible to weight the sparse approximation of the SRF
vector given in (19) using a spatial weighting function defined
on the sphere such that:

as(τ, κ) = Ws(τ, κ)Ta(τ, κ) (24)
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where a(τ, κ) is the R × 1 vector of complex amplitudes
calculated in (19) and Ws(τ, κ) ∈ RR×R is a diagonal matrix
comprising the weights to be applied on the amplitudes of
the selected R atoms. It is possible to separate sources by
applying an appropriate window function defined on the sphere
to reconstruct a time-frequency representation for the selected
source such that:

ps(τ, κ) = ∆T
s L(τ, κ)as(τ, κ). (25)

Here ∆s = [δ1s δ2s · · · δHs]T is an H × 1 direction selector
vector where δij is the Kronecker delta function, L ∈ RH×R
contains the selected atoms, and s is the index of the grid
position closest to the direction of the source of interest.
The spatially filtered time-frequency representations are then
inverted to obtain the separated signals.

A simple isotropic window that can be used for spatial
filtering is the von Mises function defined as [39]:

w(Ωi|Ωj) =
eχ cos Ω∆

2πI0(ξ)
(26)

where χ is the concentration parameter, Ω∆ is the angular
separation between the directions Ωi and Ωj and I0(·) is
the modified Bessel function of order 0. Prior to populating
the weight matrix, Ws, the calculated values are normalized.
Note that, if χ = 0, Ws would be an identity matrix and
the resulting sound would be equivalent to the output of a
maximally directive beamformer. The non-adaptive version
of the algorithm which uses the von Mises function will
henceforth be called as sparse plane wave decomposition with
fixed spatial filtering (SPWD-FSF).

Since the spatial weighting operates on the sparse repre-
sentation of the sound field, it bypasses the order limitations
that would be encountered in acoustic mode beamforming.
However, the source separation performance depends on the
selected spatial weighting function, especially in terms of
interference and reverberation [31]. When a narrow window
function is used, sources at a closer distance would be sepa-
rated well, but the distant sources have would have distortion
and artefacts. In contrast, when a wide window is used,
source separation performance diminishes for closer sources.
This necessitates a spatial weighting function that adapts to
individual sources.

The second version of the algorithm is based on the selec-
tion of an anisotropic window on the sphere that matches the
distribution of the DOA estimates pertaining to a given source.
This approach is based on the observation that the DOA
distributions obtained with RENT are not only different for
different individual source D/R levels, but are also rotationally
asymmetric. The distributions on the unit sphere without
rotational symmetry can be modelled using the Kent distri-
bution [40]. Defining an arbitrary point, x, on the unit sphere,
the probability density function of the Kent distribution:

K(x|ξ) =
1

c(κ, β)
exp{χγT1 x + β[(γT2 x)2 − (γT3 x)2]}, (27)

is parameterized by ξ = {χ, β, γ1, γ2, γ3} where the χ repre-
sents the spread, β represents the ellipticity of the distribution.
γ1 represents the central tendency, γ2 and γ3 represent the

Count0 217
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Source 2

(a)

Weight0 1

+

+Source 1

Source 2
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Fig. 4. a) DOA distribution for two acoustic sources from the directions
(50◦, 314◦) and (112◦, 224◦) obtained using RENT, b) Kent distributions
fitted to data.

principal axes of the distribution, respectively. Here c(χ, β) is
a normalizing term given as:

c(κ, β) = 2π

∞∑
j=0

Γ(j + 1
2 )

Γ(j + 1)
β2j(

1

2
κ)−2j− 1

2 I2j+ 1
2
(κ), (28)

where Is(κ) denotes the Bessel function of the first kind and
Γ(.) is the gamma function.

For each analysis interval, Υa, the DOA estimates {Ωc,q}
in each cluster representing a single source s, are converted to
unit vectors on the sphere and a Kent distribution, Kc,s(x|ξs)
is fitted to this data using maximum likelihood estimation
(MLE) as described in [40] and implemented in [41]. This
distribution is then normalized and sampled on the employed
spherical grid to obtain Wc,s = diag{Kc,s(xs|ξs)}s=1···S
where xs = [cosφs sin θs sinφs sin θs cos θs]

T . Fig. 4
shows DOA distributions and the spatial weighting functions
calculated for two sources. The anisotropic distributions of
source DOA estimates and the fitted Kent distributions are
clearly visible. The version of the proposed method that uses
adaptive spatial filtering will be called as sparse plane wave
decomposition with adaptive spatial filtering (SPWD-ASF).

Notice that while the OMP algorithm is applied on all time-
frequency bins, the spatial weighting matrix Wc,s is updated
only once for the corresponding analysis interval, Υc. If a
previously identified source is not detected within a given time
interval, the existing Kent distribution for the respective source
is used for spatial filtering in order to maintain continuity
across analysis intervals.

F. Wiener Post-filtering

Wiener post-filtering is applied as a final stage to reduce
the effects of noise and reverberation. This stage involves the
calculation of a time-frequency mask for each separated source
based on an estimate of the power spectral density of the
corresponding source. Assuming that η and a are uncorrelated,
the spatial covariance matrix of SRF can be expressed as:

Φy(τ, κ) = E[ppH ] = E[(L̂a + η)(L̂a + η)H ]

= L̂E[aaH ]L̂T + E[ηηH ] (29)

= L̂ΦaL̂
H + Φη

where Φa , Φa(τ, κ) is the source covariance matrix which
contains the source power spectral densities at the given
time-frequency bin, L̂ ∈ RH×S is the matrix containing the
dictionary atoms associated with each of the identified sources,
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and Φη is estimated using (23). The least squares solution for
the signal covariance matrix can be obtained using:

Φa ≈ L̂+(Φy −Φη)(L̂+)H (30)

where L̂+ = (L̂HL̂)−1L̂H and spatial covariance matrix is
obtained by averaging the output time-frequency bins over a
time-frequency region centered at (τ, κ).

The estimates of power spectral densities corresponding
to each source can be obtained directly from the terms on
the diagonal of the signal covariance matrix. Wiener post-
filtering applied on the source, s, involves the application of
the following time-frequency mask:

p̂s(τ, κ) = ps(τ, κ)

[
Φa,ss

tr (Φa) + tr (Φη)

]ν
(31)

where Φa,ss is the s-th element on the diagonal of the source
covariance matrix, and tr(·) is the matrix trace operator and the
exponent ν ≥ 0 determines the strength of the post-filtering
operation.

IV. OBJECTIVE EVALUATION

We compared different versions of the proposed method
with maximum directivity factor (MaxDF) beamforming
which we employed as a baseline. We present two sets of
evaluations: The first set of evaluations uses several different
emulations to assess the effects of the complexity of the
acoustic scene under noise-free conditions. The robustness to
sensor noise is assessed in the second set of evaluations.

A. Acoustic scene emulations

The microphone array signals used in the objective eval-
uation were obtained by convolving anechoic speech signals
with randomly selected acoustic impulse responses from the
METU SPARG Eigenmike em32 Acoustic Impulse Response
Dataset [42]. The dataset comprises 240 multichannel acoustic
impulse responses (AIR) measured in a highly reverberant,
empty classroom (T60 ≈ 1.12 s) using an Eigenmike em32
microphone array.

The employed test signals are anechoic male and female
speech signals from the European Broadcasting Union Sound
Quality Assessment Material (EBU SQAM) Audio CD [43].
We used two-, three- and four-source mixtures obtained by
summing the signals convolved with the AIRs for the noise-
free scenarios and a two-source mixture only for assessing the
robustness to noise. For the second set of evaluations, additive
white Gaussian noise was added to each emulated microphone
signal at 0, 10, 20 and 30 dB SNR.

For each of the cases to be evaluated 10 scenarios were
randomly generated, resulting in 540 separated sources for
the noise-free case and 480 separated sources for the noisy
case. This way, a variety of different scenarios with different
source DOAs and D/R ratios were obtained. Maximum angular
separation between sources was π/4. All of the tested signals
were 4 s long.

B. Compared methods

The methods compared in the evaluations are maximum
directivity factor (MaxDF) beamforming, sparse plane wave
decomposition with fixed spatial filtering (SPWD-FSF), sparse
plane wave decomposition with adaptive spatial filtering
(SPWD-ASF) as proposed in this article. SPWD-FSF uses a
fixed von Mises function with a concentration parameter of
χ = 10. SPWD-ASF uses the normalized Kent distribution
fitted to DOA data. Two different versions, with and without
Wiener post-filtering (WPF) are evaluated. In all cases DOA
estimation was carried out using RENT as described with
THRss = 0.5 and THRdf = 0.11.

A 2048-sample Hann window was used with 50% overlap
in the STFT. At each time-frequency bin OMP is iterated until
the residual energy is at most 10 dB below the total energy.
The employed spherical grid was a HEALPix grid [35] with
W = H = 192 pixels. The peak directions of the dictionary
atoms used for comparing different methods was calculated at
the pixel centroids and each atom was sampled on the same
grid. The frequency range used for RENT was 0 − 9 kHz.
Source separation via sparse plane wave decomposition uses
the full signal bandwidth at the sampling rate of 48 kHz. The
source DOAs were estimated every 250 ms over intervals of
length τw = 500 ms with 50% overlap. The reference signals
for the computation of objective metrics were obtained by
convolving only the direct path components of the AIRs with
the anechoic speech signals and calculating an omnidirectional
response from the lowest-order spherical harmonic compo-
nents. For the computational efficiency, Wiener-post filtering
is only applied in the valid time-frequency bins identified by
RENT and with the exponent, ν = 1.

C. Objective metrics

We used four commonly used objective metrics to evalu-
ate the source separation performance. These are signal-to-
interference ratio (SIR), signal-to-artifact ratio (SAR), signal-
to-distortion ratio (SDR), and perceptual evaluation of speech
quality (PESQ) [45] [46].

After these metrics were calculated, it was observed that
PESQ was positively correlated with SDR and SAR. For
the noise-free scenarios, the correlations of PESQ with SAR
[r(538) = 0.674, p < 0.001] and with SDR [r(538) =
0.617, p < 0.001] were statistically significant. Similarly
for the noisy scenarios, the correlations of PESQ with SDR
[r(478) = 0.649, p < 0.001] and with SAR [r(478) =
0.664, p < 0.001] were statistically significant. In other
words, PESQ scores increased with increasing SDR and SAR.
Therefore, while the descriptive statistics for all metrics are
presented, more detailed statistical analyses are provided only
for SIR and PESQ. Readers who are not interested in the
specific details of the statistical analyses presented in the
following sections can skip to Sec. IV-F where the obtained
results are summarized.

1Note that the two thresholds we used in the evaluations were selected
heuristically. The RENT measure very likely depends on the D/R ratio in a
similar way to thresholds used in the DPD test [44]. While it is possible that
a more principled selection can be made also for the RENT thresholds, such
optimization is left for future work.
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D. Noise-free conditions
The convolution of anechoic sound signals with AIRs

result in noise-free emulated recordings. Therefore, the cor-
responding evaluations provide useful information about the
performance of the compared methods under ideal conditions.

The average DOA estimation error was 5.76◦±3.60◦ which
is less than half of the grid resolution (i.e. 14.7◦). Multiple
comparisons revealed that DOA error did not depend on the
number of sources in the scenario. This level of accuracy has
proven to be sufficient for the source separation task that relies
on it. Notice that using a higher resolution grid would have
resulted in more accurate DOA estimations. However, this
would have proportionally increased the computational cost.

Fig. 5 summarizes the SIR, SAR, SDR and PESQ results for
the noise-free case for scenarios comprising different numbers
of sources. The highest average SIR was consistently achieved
by SPWD-ASF with Wiener post-filtering. SPWD-ASF with
Wiener post-filtering provided the mean SIRs of 22.75, 18.63,
and 15.69 dB for 2, 3, and 4 sources, respectively. SPWD-FSF
with Wiener post-filtering provided the highest mean SDRs of
3.42, 1.26 and 0.54 dB for 2, 3, and 4 sources, respectively.
SPWD-FSF without Wiener post-filtering provided the highest
mean SARs of 3.97, 2.11, and 1.37 dB for 2, 3, and 4 sources,
respectively. Finally, SPWD-FSF without Wiener post-filtering
provided the highest mean PESQ scores of 2.21, 1.99, and 1.91
for 2, 3, and 4 sources, respectively.

While the scenario based objective evaluation involved a
random selection of the source positions, some of the acous-
tical properties associated with the emulation scenarios had
statistically significant correlations with the objective metrics
at p < 0.05 or lower. More specifically, the objective metrics
improve with increasing angular separation with the nearest
interference and increasing D/R ratio at the source position,
but worsen with increasing DOA estimation error. All of these
covariates were included in the statistical models employed.

Detailed statistical assessments of SIR and PESQ via anal-
yses of covariance (ANCOVA) are presented next. In the
employed statistical models, the fixed factors were Separation
method (METHOD), Wiener post-filtering (WPF), and Source
count (COUNT). The statistical models we employed included
all of the main terms, the two-way interactions of the indepen-
dent variables and the identified covariates described above.
Notice that we have included the Wiener post-filtering as a
factor to investigate its effects separately.

1) SIR results: The ANCOVA model used with the SIR as
the dependent variable revealed that METHOD [F (2, 523) =
285.019, p < 0.001, η2 = 0.320], WPF [F (1, 523) =
190.329, p < 0.001, η2 = 0.107] and COUNT [F (2, 523) =
47.232, p < 0.001, η2 = 0.053] were all statistically
significant. Among the two-way interactions METHOD×WPF
[F (2, 523) = 32.199, p < 0.001, η2 = 0.036] and
WPF×COUNT [F (2, 523) = 4.651, p = 0.01, η2 = 0.005]
were statistically significant, suggesting that different methods
benefit differently from Wiener post-filtering and that the
benefits of Wiener post-filtering also depend on the number
of sources.

Post-hoc comparisons with Tukey correction revealed that
pairwise differences between all of the tested methods are

statistically significant at p < 0.001 level. The highest SIR per-
formance was provided by SPWD-ASF, followed by SPWD-
FSF and MaxDF beamforming. SPWD-ASF provided 9.58
dB and 3.88 dB mean SIR improvements over MaxDF and
SPWD-FSF, respectively. Similarly, SPWD-FSF provided 5.70
dB mean SIR improvement over MaxDF.

The difference between the mean SIR performances with
and without post-filtering was also statistically significant at
p < 0.001 level. Wiener post-filtering provided an additional
4.55 dB SIR improvement on average.

The pairwise comparisons revealed that the decrease in SIR
was on average 1.78 dB between two- and three-source sce-
narios, and 2.48 dB between three- and four-source scenarios.

The post-hoc comparisons also revealed that the effect of the
post-filtering varied across different methods. The additional
SIR improvement that can be achieved by applying post-
filtering to the output of the MaxDF beamformer resulted
in an additional 7.84 dB SIR improvement, whereas SIR
improvements for SPWD-FSF and SPWD-ASF were 4.16 dB
and 1.65 dB, respectively.

2) PESQ results: The ANCOVA model with the PESQ as
the dependent variable revealed that METHOD [F (2, 523) =
93.504, p < 0.001, η2 = 0.121], WPF [F (1, 523) =
96.663, p < 0.001, η2 = 0.063] and COUNT [F (2, 523) =
38.867, p < 0.001, η2 = 0.050] were statistically signifi-
cant. Among the two-way interactions, only METHOD×WPF
[F (2, 523) = 25.160, p < 0.001, η2 = 0.033] was statisti-
cally significant.

Post-hoc comparisons with Tukey correction revealed that
the difference between the mean PESQ scores obtained for
MaxDF and SPWD-FSF methods is not statistically signifi-
cant. SPWD-ASF performed worse than both MaxDF (MD =
−0.252) and SPWD-FSF (MD = −0.3).

Applying Wiener post-filtering reduced the mean PESQ
scores by 0.189 (p < 0.001). Increasing the source count also
reduced the mean PESQ scores by 0.11 (p < 0.001) per each
additional source.

While the application of Wiener post-filtering did not sig-
nificantly affect the PESQ score for MaxDF, it did decrease
the PESQ scores (p < 0.001) for SPWD-FSF and SPWD-
ASF, by 0.238 and 0.321, respectively, in comparison with
their versions not using Wiener post-filtering.

E. Robustness to Sensor Noise
The robustness of the different algorithms to additive sensor

noise was evaluated by adding uncorrelated white Gaussian
noise to each one of the emulated microphone signals at 0,
10, 20, and 30 dB SNR for 10 randomly generated two-source
scenarios. Fig. 6 shows the spectrograms of the pressure signal
due to noise-free mixture, the noisy mixture with 30 dB SNR,
the reference signals and the signals separated with SPWD-
ASF with Wiener post-filtering.

The average DOA estimation errors were 7.13◦ ± 4.81◦,
5.49◦ ± 3.48◦, 5.12◦ ± 3.49◦ and 3.74◦ ± 3.17◦, for 0, 10,
20, and 30 dB SNR, respectively. A better DOA estimation
performance was achieved at higher SNR levels in general.

Fig. 7 summarizes the SIR, SAR, SDR and PESQ results for
the different SNR levels. Averaged across all cases, the highest
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Fig. 5. SIR, SDR, SAR and PESQ scores for the tested algorithms for scenarios with different number of randomly selected source positions under ideal
conditions with no sensor noise.
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Fig. 6. Spectrograms of the pressure signals of the noise-free mixture, the mixture with additive sensor noise at 30 dB SNR, the two reference signals and
the two separated sources obtained using SPWD-ASF with Wiener post-filtering.

mean SIR of 21.49 dB was achieved by SPWD-ASF with
Wiener post-filtering. SPWD-ASF with Wiener post-filtering
provided mean SIRs of 16.65 dB, 21.38 dB, 23.95 dB, and
24.00 dB for 0, 10, 20, and 30 dB SNR cases, respectively. The
differences between the mean SDR performances of the tested
methods were not statistically significant: SDR performance
decreased similarly across different methods with increasing
additive sensor noise. SPWD-FSF with Wiener post-filtering
provided the highest mean SARs of −0.73 dB, 2.80 dB, and
3.40 dB for for 10, 20, and 30 dB SNR cases, respectively.
However, SPWD-ASF with Wiener post-filtering provided a
better performance with a mean SAR of −8.46 dB, only for
the 0 dB SNR case. Finally, the highest mean PESQ score
of 2.02 was achieved with SPWD-FSF without Wiener post-
filtering. However, the differences between marginal means of
PESQ scores across different methods were small.

The dependence of SIR and PESQ on different exper-
imental parameters were assessed via analyses of covari-
ance (ANCOVA). The fixed factors were Separation method
(METHOD), Wiener post-filtering (WPF), and Signal-to-noise
ratio (SNR). The covariates were the same as in the noise-
free evaluation. The employed models include all of the main
factors and two-way interactions as well as the covariates.

1) SIR results: The ANCOVA model used with the SIR as
the dependent variable revealed that METHOD [F (2, 459) =
230.874, p < 0.001, η2 = 0.266], WPF [F (1, 459) =
318.381, p < 0.001, η2 = 0.184] and SNR [F (3, 459) =
22.190, p < 0.001, η2 = 0.038] were all statistically signifi-
cant. Among the interactions, METHOD×WPF [F (2, 459) =
46.346, p < 0.001, η2 = 0.053], WPF×SNR [F (3, 459) =
5.615, p < 0.001, η2 = 0.010] and METHOD×SNR
[F (6, 459) = 4.244, p < 0.001, η2 = 0.015] were all
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Fig. 7. SIR, SDR, SAR and PESQ scores for the tested algorithms for scenarios with comprising two randomly selected source positions with 0 dB, 10 dB,
20 dB, and 30 dB SNR, respectively.

statistically significant.
Post-hoc comparisons with Tukey correction revealed that

all pairwise comparisons between different methods were
statistically significant at p < 0.001 level. As with the
noise-free case, SPWD-ASF provided the highest average SIR
performance and achieved SIR improvements of 7.70 dB over
MaxDF and 2.77 dB over SPWD-FSF. Wiener post-filtering
improved the average SIR by 5.23 dB.

The mean SIR performance for the case with 0 dB SNR
is significantly lower (p < 0.001) than those of all other
SNR levels. The differences between the case with 0 dB SNR
and 10, 20, and 30 dB SNR cases are −2.78, −3.13, and
−3.26 dB, respectively. Different methods in the evaluation
are affected differently: the differences between the mean
SIR performance of MaxDF for different noise levels are
not statistically significant. The SIR performances of SPWD-
FSF and SPWD-ASF were different only for the 0 dB SNR
case (p < 0.001), but not between other SNR levels. This
indicates that the proposed approach is robust to noise in its
SIR performance except at very high sensor noise levels.

The application of Wiener post-filtering significantly im-
proved the SIR performances at p < 0.001 level. The highest
SIR improvement with post-filtering is observed for MaxDF
at 9.12 dB, followed by SPWD-FSF at 4.47 dB and SPWD-
ASF at 2.27 dB, respectively. The mean SIR improvements
as a result of post-filtering are statistically significant at p <
0.001 level for all noise levels. The mean SIR improvements
achieved by post-filtering are 3.40, 5.06, 6.48, and 6.22 dB
for 0, 10, 20, and 30 dB SNR, respectively.

2) PESQ results: The ANCOVA model used with the
SIR as the dependent variable revealed that METHOD
[F (2, 459) = 85.503, p < 0.001, η2 = 0.098], WPF
[F (1, 459) = 35.429, p < 0.001, η2 = 0.021], SNR
[F (3, 459) = 49.881, p < 0.001, η2 = 0.088],
METHOD×WPF [F (2, 459) = 27.583, p < 0.001, η2 =
0.033], METHOD×SNR [F (6, 459) = 2.156, p <
0.046, η2 = 0.008], WPF×SNR [F (3, 459) = 27.583, p <
0.001, η2 = 0.04] were statistically significant.

Post-hoc comparisons with Tukey correction indicate that
PESQ scores for SPWD-ASF were significantly lower than

both MaxDF and SPWD-FSF with mean differences of 0.212
and 0.2, respectively. The differences in the mean PESQ scores
between MaxDF and SPWD-FSF were not significant. The
difference between mean PESQ scores for cases with and
without Wiener post-filtering was −0.09 which was significant
at p < 0.001 level, albeit not a meaningful difference.
Similarly to the SIR, PESQ scores for the 0 dB SNR case
were significantly lower than other cases at p < 0.001 level.
No statistically significant differences exist between the other
SNR levels.

Post-filtering does not significantly reduce the PESQ scores
for MaxDF. While post-filtering significantly reduces PESQ
scores (p < 0.001) for both SPWD-FSF and SPWD-ASF,
the difference is only practically meaningful for SPWD-ASF
where post-filtering reduces the mean PESQ score by 0.21.

Finally, post-filtering improves the mean PESQ scores at
lower SNR levels while it impairs them for higher SNR levels.
More specifically, while the difference in mean PESQ score of
−0.109 statistically significant at p = 0.008 for 0 dB SNR, the
difference is not statistically significant for 10 dB SNR, and
is 0.172 and 0.214 for 20 and 30 dB SNR levels, respectively.

F. Discussion of results

The evaluation we presented shows that a higher source
separation performance in terms of the SIR is achievable at
the cost of reducing the PESQ scores that correlate with the
perceived quality of the separated sources.

The evaluations confirmed our initial expectations that a
higher D/R ratio at the source position, would result in better
the objective metrics. Also, an increasing source count or
decreasing SNR negatively impacts all objective metrics.

The highest SIR performance in the noise-free case was
achieved using the SPWD-ASF method with Wiener post-
filtering. The highest PESQ score was achieved using the
SPWD-FSF without Wiener post-filtering. It should be noted
that the additional SIR improvement that the post-filtering pro-
vides for SPWD-ASF in the noise-free case is not sufficiently
high to justify the additional computational cost incurred. The
results for the noise-free case are relevant in the context of
demixing artificial higher-order Ambisonics (HOA) mixes.
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The proposed source separation approach using sparse plane
wave decomposition is robust to noise where it can provide
mean SIR improvements in excess of 15 dB even in the con-
siderably unrealistic case of 0 dB SNR. The proposed Wiener
post-filtering approach also improves the SIR performance for
beamforming based source separation for all SNR levels.

Note that the combination of a high level of reverberation
and the additive sensor noise especially at 0 and 10 dB SNR,
causes SAR and SDR to be very low. While these conditions
act as a sanity check while specifying the performances
the proposed methods, they also represent very unrealistic
situations, especially since the nominal SNR even for low-
cost MEMS microphones are much higher than 30 dB (see for
example [47], [48]). In this sense, the more realistic scenario
among those evaluated is the one that emulates 30 dB SNR.
Based on the results from that case, the highest mean SIR
performance is provided by SPWD-ASF with Wiener post-
filtering, and the highest PESQ score was achieved using
SPWD-FSF without post-filtering.

G. Computational aspects

The proposed approach is data-driven, meaning that the
computational cost depends on the acoustic scene complexity
and the acoustical properties of the space in which the record-
ings are made. However we have carried out a preliminary
comparison of the computational costs of the methods that
we evaluated. The comparison involved executing all of the
compared algorithms on six acoustic scenes containing two
speech sources each randomly generated using the AIR dataset
used in the previous section. The comparison was carried out
on a desktop computer with an Intel Core i7-7700K CPU at
a clock frequency of 4.20 GHz, having 32 GB RAM, running
Ubuntu Linux 20.04 LTS. The implementation of the algo-
rithms was in Python 3.6. Table I contains the computational
time per time-frequency bin for each of the tested methods.
The presented computation times are averaged over a total of
73728 time-frequency bins. It may be observed that SPWD-
ASF with Wiener post-filtering, that is the most complex
version of the proposed algorithm, has a computational cost
that is less than an order of magnitude higher than the baseline
MaxDF algorithm. This result indicates the proposed method’s
suitability for real-time operation.

Note that our implementation is not optimized for com-
putational efficiency in terms of the employed interpreted
language, single threaded processing on a single core, and
the use of standard matrix and scientific computing libraries.
Therefore, the ratios of the total runtimes of each method to
that of the baseline MaxDF approach as given in the last
column of the table are more informative than the absolute
runtime measurements. The minor localization runtime differ-
ences between methods are due to measurement noise.

V. SUBJECTIVE EVALUATION

Different versions of the proposed approach were compared
with the MaxDF beamformer in a multiple stimulus hidden ref-
erence and anchor (MUSHRA) test [49]. Three acoustic scenes
comprising two speech sources with random positions were

TABLE I
AVERAGE COMPUTATION TIMES FOR A SINGLE BIN IN MILLISECONDS.

Method Localization MLE Separation Total
MaxDF 0.67 - 0.33 1.00
MaxDF (WPF) 0.65 - 1.01 1.66
SPWD-FSF 0.69 - 5.40 6.09
SPWD-FSF (WPF) 0.66 - 6.25 6.91
SPWD-ASF 0.67 0.93 6.47 8.07
SPWD-ASF (WPF) 0.64 0.95 7.59 9.18

emulated using the AIR dataset used in the previous sections.
The reference in each case was obtained by convolving the
windowed direct path component of the respective AIR with
the anechoic signal. The anchor was obtained as the pressure
component which represents the omnidirectional convolutive
mixture without any directional filtering.

The experiment was run remotely using webMUSHRA [50].
Ten participants (9 male and 1 female; 23-40 years old) with
normal hearing took part in the experiment. The participants
were asked to rate the source separation performance of the
compared methods on a scale from 0 (Bad) to 100 (Excellent).
They were also requested to identify the anchor and the
reference and rate them as 0 and 100, respectively.

The mean scores and standard errors for the anchor and
the reference were 11.96 ± 14.99 and 99.87 ± 1.12, re-
spectively2. This indicates that the participants were able to
easily discriminate these extreme cases. The mean scores and
standard errors for each tested method are, 41.11 ± 23.89
(MaxDF), 60.58± 20.09 (MaxDF with Wiener post-filtering),
54.49 ± 20.97 (SPWD-FSF), 65.63 ± 22.05 (SPWD-ASF),
66.13 ± 17.07 (SPWD-FSF with Wiener post-filtering) and
71.40± 22.37 (SPWD-ASF with Wiener post-filtering).

The results were analyzed via a one-way ANOVA where the
response was the dependent variable and METHOD was the
independent variable which was found to have a significant
effect [F (7, 632) = 140.16, p < 0.001, η2 = 0.608]. The
results of post-hoc comparisons revealed statistically signifi-
cant differences between the different methods (see Table II).
These results indicate that MaxDF was scored significantly
lower than all the other tested methods. Adding Wiener post-
filtering to MaxDF alone improved its mean MUSHRA score,
making it comparable with the mean scores for SPWD-FSF
and SPWD-ASF. Adaptive spatial filtering is also seen to
improve the mean scores in comparison with fixed spatial
filtering. The highest mean score was obtained for SPWD-
ASF with Wiener post-filtering which received higher mean
scores than all of the other evaluated methods. However,
the differences were not statistically significant between the
mean scores given to SPWD-ASF with Wiener post-filtering
and SPWD-ASF without Wiener post-filtering and SPWD-
FSF without Wiener post-filtering. In summary, the results of
the MUSHRA test reveal that the proposed modular approach
in any of its profiles can provide a good level of subjective

2All participants identified and scored the anchor and the reference at the
two opposite ends of the scale, giving the highest score to the reference and
the lowest score to the anchor. However, some participants gave a rating of 20
points for the anchor and a single participant gave a rating of 90 points to the
reference in a single trial. These results were included in the final analysis.
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TABLE II
MEAN MUSHRA SCORE DIFFERENCES (ROW - COL). STATISTICAL SIGNIFICANCES ARE INDICATED FOR p < 0.01 (*) AND p < 0.001 (**).

MaxDF (WPF) SPWD-FSF SPWD-ASF SPWD-FSF (WPF) SPWD-ASF (WPF) Anchor Reference
-19.46** -13.38** -24.51** -25.01** -30.28** 29.15** -58.76** MaxDF

6.09 -5.05 -5.55 -10.82* 48.61** -39.3** MaxDF (WPF)
-11.13* -11.64* -16.91** 42.52** -45.38** SPWD-FSF

-0.5 -5.78 53.66** -34.25** SPWD-ASF
-5.28 54.16** -33.75** SPWD-FSF (WPF)

59.44** -28.48** SPWD-ASF (WPF)
-87.91** Anchor

separation performance.

VI. COMPARISON WITH THE STATE OF THE ART

SPWD-ASF with Wiener post-filtering was compared with
two other methods from the literature. The first method was
proposed by Kalkur et al. [28] and uses a sparse decomposition
using a dictionary comprising complex-valued spherical har-
monic decomposition coefficients representing plane waves.
The second approach proposed by Fahim et al. [22] comprises
MaxDF beamforming followed by Wiener post-filtering. While
the former is a joint DOA estimation and source separation
method, the latter requires source DOAs to be a priori known.
The comparisons also included MaxDF as the baseline. Three
types of evaluations were carried out: 1) using simulated plane
waves emulating anechoic conditions, 2) using reverberant
recordings obtained as described in the previous sections,
and 3) using anechoic speech sources with added ambient
noise to assess the robustness of the evaluated algorithms to
non-stationary noise. Speech mixtures comprising two sources
were used in all comparisons.

The first set of evaluations used five anechoic simulations.
While source DOAs were accurately estimated using the
method described in [28], RENT was used to estimate source
DOAs for the method described in [22] and also for the
baseline method. Three scenarios generated as in the previous
section were tested for the reverberant case in the second set
of evaluations. Since the method described in [28] did not
provide accurate DOA estimates under reverberant conditions
and with ambient noise, DOAs estimated with RENT were
used instead. The third set of evaluations used five simula-
tions with randomly selected source directions with anechoic
emulations of speech sources and additive recorded ambient
noise at 10 and 20 dB SNR levels. The employed ambient
noise was recorded in a busy street using an Eigenmike em32
microphone [51]. In all of the simulations, the duration of
the audio signals was 2 s and all the other parameters were
selected as described in the previous sections.

Table III shows the means and the standard deviations of
the objective metrics calculated for the anechoic and rever-
berant cases. It may be observed that all of the methods
except MaxDF beamforming perform similarly well in the
anechoic case. The highest mean SIR is achieved by the
proposed method while the highest PESQ score is achieved
by the method proposed in [22]. It is interesting to note
that the baseline MaxDF approach has the highest mean
SAR performance while its PESQ score is the lowest due
to the low SIR. The mean SIRs of the two other methods

in the comparison decrease noticeably under reverberation
and become comparable to the baseline MaxDF beamforming,
whereas the proposed method continues to provide the highest
mean SIR. However, what the proposed method gains in
SIR, it loses in the mean PESQ score, which is the lowest
among the compared methods. This is due to the decrease in
the SAR and SDR that the proposed method suffers under
reverberation. Regardless of its lower performance in terms
of the metrics related to quality in comparison with the other
methods, the substantial improvement in SIR alone can justify
using the proposed method in applications such as automatic
speech recognition. The speech quality could likely be further
improved by optimizing the model parameters which is left
for future work.

Table IV shows the source separation metrics for different
levels of ambient noise. It may be observed that the proposed
approach provides a high SIR and PESQ score irrespective
of the level of the ambient noise. For the lower ambient noise
level with 20 dB SNR, SAR and SDR for the proposed method
are slightly lower than the other methods in the comparison.
However, for the higher ambient noise level with 10 dB SNR,
the proposed approach outperforms all the other methods
in the comparison. It may also be observed that the PESQ
score for the proposed approach is improved substantially
in comparison with the reverberant case. We speculate that
the diffuse characteristics of the ambient noise might have
had a positive effect on this outcome. Note that the ambient
noise employed for this evaluation is non-reverberant, and it
is possible that the performance of the proposed method could
slightly decrease under reverberant ambient noise.

VII. CONCLUSIONS

A modular framework for DOA estimation and source
separation using RSMAs was proposed in this article. The
proposed approach relies on a dictionary-based sparse plane
wave decomposition that uses real-valued dictionary atoms
arising naturally with plane wave decomposition in the SHD
domain. The proposed sparse decomposition is obtained via
orthogonal matching pursuit over complex-valued steered re-
sponses calculated for each time-frequency bin. The same
process is used also to identify the time-frequency bins with
contributions substantially from a single plane wave as well
as those bins that have no dominant components. The former
set is used to estimate the source DOAs while the latter is
used to calculate the Wiener post-filter. The distribution of the
DOA estimates are used to calculate the parameters of a spatial
weighting filter, later to be used for virtual beamforming
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TABLE III
MEANS AND STANDARD DEVIATIONS OF SIR, SAR, SDR AND PESQ FOR THE COMPARED METHODS FOR ANECHOIC AND REVERBERANT CONDITIONS

Anechoic conditions Reverberant conditions
Method SIR (dB) SAR (dB) SDR (dB) PESQ SIR (dB) SAR (dB) SDR (dB) PESQ

MaxDF 14.11± 2.37 8.89± 2.12 7.52± 0.56 2.33± 0.35 10.56± 3.52 3.42± 0.65 2.17± 1.30 2.20± 0.41
Kalkur et al. [28] 23.22± 5.82 6.21± 2.95 6.04± 3.07 2.44± 0.28 11.75± 4.97 −0.54± 1.94 −1.40± 1.49 2.22± 0.47
Fahim et al. [22] 26.46± 1.69 8.61± 0.20 8.52± 0.21 3.22± 0.25 13.36± 2.21 3.71± 0.66 3.04± 0.87 2.29± 0.43
SPWD-ASF (WPF) 27.42± 1.84 6.88± 0.12 6.83± 1.16 2.89± 0.35 22.77± 0.83 2.54± 1.03 2.48± 1.03 1.87± 0.41

TABLE IV
MEANS AND STANDARD DEVIATIONS OF SIR, SAR, SDR AND PESQ FOR THE COMPARED METHODS FOR ADDITIVE AMBIENT NOISE

Anechoic source + Ambient Noise (20 dB SNR) Anechoic source + Ambient Noise (10 dB SNR)
Method SIR (dB) SAR (dB) SDR (dB) PESQ SIR (dB) SAR (dB) SDR (dB) PESQ

MaxDF 16.29± 2.89 9.09± 1.08 8.15± 1.20 2.03± 0.15 15.90± 3.26 7.82± 1.10 6.98± 1.41 1.69± 0.03
Kalkur et al. [28] 24.30± 5.59 7.60± 3.45 7.43± 3.50 2.22± 0.18 22.99± 7.86 7.43± 2.93 7.12± 3.23 1.92± 2.11
Fahim et al. [22] 27.88± 2.15 8.94± 1.25 8.88± 1.26 2.50± 0.12 26.97± 3.34 8.03± 1.17 7.95± 1.20 1.92± 0.08
SPWD-ASF (WPF) 29.36± 2.05 8.60± 1.75 8.56± 1.75 2.78± 0.11 29.52± 1.69 8.24± 1.67 8.20± 1.67 2.40± 0.08

over the sparse decomposition to separate sources. Finally the
calculated Wiener post-filter is applied on the resulting time-
frequency representations to reduce the effects of noise and
diffuse field components.

Different versions of the proposed approach were evaluated
objectively and subjectively. It was shown that the proposed
methods are robust to a high level of reverberation and
sensor noise. A comparison with two other source separation
methods showed that the proposed approach achieves a higher
suppression of interference, especially at a high reverberation3.

Since the proposed approach is modular, it can be adapted
for different problems with different constraints. For example,
if the approach is to be used as a speech recognition front-
end, the suppression of interference components would take
precedence and the proposed algorithm would be used with
an adaptive spatial filter and post-filtering. In contrast, if an
object-based audio (OBA) reproduction scenario is considered,
a lower level of distortion and artefacts and a higher quality
would be desired, meaning that the proposed approach would
be used with a fixed spatial filter and without post-filtering.

Although no special parameter optimization was carried out,
superior results were obtained using the proposed algorithm.
It is possible that even better objective and subjective results
can be obtained with parameter optimization. Also, outputs
from the different stages of the algorithm can be linearly or
non-linearly combined to achieve a better trade-off between
interference suppression and separation quality. For example,
Wiener post-filtering can be applied on the output time-
frequency bins selectively or outputs from different versions
of the method could be linearly combined. Such simple
modifications may reduce the relative level of undesirable
musical noise that is the major audible artefact occurring due
to the employed time-frequency processing approach.
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