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Interpolation

e Estimating intermediate values between precise data points.

o We first fit a function that exactly passes through the given data points and than evaluate
intermediate values using this function.

Polynomial Interpolation Spline Interpolation

f(x) f(x)
extrapolation
interpolation

e Polynomial Interpolation: A unigue nth order polynomial passes through n points.
* Newton’s Divided Difference Interpolating Polynomials
e Lagrange Interpolating Polynomials

» Spline Interpolation: Pass different curves (mostly 3 order) through different subsets of the
data points.



Polynomial Interpolation

e Given the following n+1 data points
(Xll Y1)l (XZI YZ)/ (X31 YB)/ ey (Xn+1/ Yn+1)
there is a unique nth order polynomial that passes through them
p(X) = @g + a3 X + @, x2 + ... + a, x"

e The question is to find the coefficients ag, a4, . . ., @,

e Linear Interpolation:
* Given: (Xo, Yo) and (X, Y1)

e A straight line passes from these two points.

Y1 = f(Xq) e Using similar triangles
o) =7 F(X) - F(x0) _ F(x4)—F(Xo)
Yo = f(Xo) X~ %o X1~ Xo

Fx) = Fxo) + 0= 0D (- xg)
or

f1(x) = bg + by (x-Xg)

Linear interpolation formula



Polynomial Interpolation

e Quadratic Interpolation:
e Given: (Xo, Yo) » (X1, Y1) @and (Xy, ¥5)

y2=f(Xp) p----------= . e A parabola passes from these three points.
yy=f(Xy) f----- \ E e Similar to the linear case, the equation of
i ag + Ay X+ 2y X2 this parabola can be written as
1 I
1 |
_ | ' fa(x)=bg + by (x—xg) + ba(x—xg)(Xx—x1)
Yo = f(Xo) [-- | ! ! «

Quadratic interpolation formula

e How to find by, by and b, in terms of given quantities?

b. — f(x1)—f(xo)
1= Xq — X
1 — Xg

eat x=x; fr(x) =f(xq) = by + byXy —

eat x=x;  f(X) = f(Xz) = by + by(X37Xp)+ bz (X27X) (X27X1)
f(x3)—f(x1) f(x3)-f(xo)

Xy — X3 X1 —Xp

Xy — X



Newton’s Divided Difference Interpolating Polynomials

e We can generalize the linear and quadratic interpolation formulas for an nth order polynomial
passing through n+1 points

faX) = bp + by (X-Xg) + Dby (X-Xo)(X-%X1) + ... +Dby(X-Xe)(X-X%Xq) - (X~ Xp-q)

where the constants are

be = f(Xg) by = f [Xy, Xol b, = f [X3, X1, Xol] - b, = f [Xn X1/ - - o X1, Xo]

where the bracketed functions are finite divided differences evaluated recursively

f(x;) - f(x;)

Xi—Xj

1st finite divided difference

f[xil xj] =

fIxi, 51— FI[x;5, xi]
X; — Xy

2nd finite divided difference

f[xi, Xj, Xk] =

FIXn Xn-1/ - X1] — FIXp 1/ X1, Xp] nth finite divided difference
xn - xO

f[Xn, x“_1, nny x1, XO] -

» There nth order Newton'’s Divided Difference Interpolating polynomial is
fa(X) = f(Xg) + (X-Xg) fIXy, Xo] + (X-Xo)(X-Xq) f[Xp, Xq, Xp] +

+ (X - Xg)(X = Xq) -+ (X - Xpoq) fTXns Xneas - - 4 X1, Xo]




Example 29:

The following logarithmic table is given.

x | f(x)=log(x)
4.0 0.60206
4.5 | 0.6532125
5.5 | 0.7403627
6.0 | 0.7781513

(a) Interpolate log(5) using the points x=4 and x=6
(b) Interpolate log(5) using the points x=4.5 and x=5.5

Note that the exact value is log(5) = 0.69897

(a) Linear interpolation. f(x) = f(xg) + (X - Xg) f[X1, Xo]
Xo =4, X1 =6 — f[xq, Xo] = [f(6) — f(4)] / (6 - 4) = 0.0880046
f(5) ~ f(4) + (5 - 4) 0.0880046 = 0.690106 & = 1.27 %

(b) Again linear interpolation. But this time
X = 4.5, X4 =55 — f[xq, Xo] = [f(5.5) — f(4.5)] / (5.5 - 4.5) = 0.0871502
f(5) ~ f(4.5) + (5 —4.5) 0.0871502 = 0.696788 & =0.3%



Example 29 (cont'd):

x | f(x)=log(x)
4.0 | 0.6020600
4.5 | 0.6532125
5.5 | 0.7403627
6.0 | 0.7781513

(c) Quadratic interpolation.

(c) Interpolate log(5) using the points x=4.5, x=5.5 and x=6

X = 4.5, X; = 5.5, %X, =6 > f[Xq, Xg] = 0.0871502 (already calculated)
f[x,, X4] = [f(6) — f(5.5)] / (6 = 5.5) = 0.0755772

fIXa, X1, Xol = {f[X5, X1] - f[X4, X1} / (6 —4.5) = -0.0077153

f(5) ~ 0.696788 + (5 - 4.5)(5 - 5.5) (-0.0077153) = 0.698717 & = 0.04 %

» Note that 0.696788 was calculate in part (b).

e Errors decrease when the points used are closer to the interpolated point.

e Errors decrease as the degree of the interpolating polynomial increases.



Finite Divided Difference (FDD) Table

Finite divided differences used in the Newton’s Interpolating Polynomials can be presented in a table
form. This makes the calculations much simpler.

X f() fl, ] fl, ] fL,, .1
Xo f(Xo) f [X1, Xol f[Xz, X1, Xol f[X3, X2, X1, Xol
X1 f(x,) f X2, X4] f X3, X2, X4]

X2 f(x,) f[x3, X5]

X3 f(x3)

Exercise 27: The first two columns of the following table is given. Calculate the missing finite
divided differences.

X fO) fl, ] fl, ] fl, ., ]
0.6020600 ? ? ?

4.5 0.6532125 ? ?

5.5 0.7403627 ?

6 0.7781513

e The numbers decrease as we go right in the table. This means that the contribution of higher order

terms are less than the lower order terms.

e This is expected. The opposite behavior is an indication of an inappropriate interpolation (see exam

questions of Fall 2006).
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Example 30: y f( ) fl, ] fl, ] fl, /1]

0.6020600 0.1023050 -0.0101032 0.001194
4.5 0.6532125 0.0871502 -0.0077153
5.5 0.7403627 0.0755772

6 0.7781513

Use this previously calculated table to interpolate for log(5).

(a) Using points x=4 and x=4.5.
log (5) ~ 0.60206 + (5 - 4) 0.102305 = 0.704365 & = 0.8 % (this is extrapolation)
(b) Using points x=4.5 and x=5.5.

log (5) ~ 0.6532125 + (5 - 4.5) 0.0871502 = 0.696788 & =0.3%
(c) Using points x=4 and x=6.

The entries of the above table can not be used for this interpolation.
(d) Using points x=4.5 , x=5.5 and x=6.

log (5) ~ 0.6532125 + (5-4.5) 0.0871502 + (5-4.5)(5-5.5)(-0.0077153)= 0.698717 ¢ = 0.04 %
(e) Using all four points.

log (5) ~ 0.60206 + (5 - 4) 0.102305 + (5 - 4)(5 - 4.5)(-0.0101032)
+ (5-4)(5-4.5)(5-5.5)(0.001194) = 0.6990149 & = 0.006 %



Exercise 28:

fO)

-0.909297

-0.841471

0.000000

0.841471

v

0.141120

-0.756802

-0.279415

Create the FDD table for the given data set. Use it to
interpolate for f(2).

e For a linear interpolation use the points x=1 and x=3.

e For a quadratic interpolation either use the points x=0, x=1
and x=3 or the points x=1, x=3 and x=4.

e For a third cubic interpolation use the points x=0, x=1, x=3
and x=4.

Important: Always try to put the interpolated point at the
center of the points used for the interpolation.

Exercise 29: Complete the following table given for the log function. Do you observe anything
strange? Comment.

X

fO)

fl, ]

f[ll] f[lll] f[IIII] f[IIIII]

0.5

1
3
5
8

10

10




Errors of Newton’s DD Interpolating Polynomials

fa() = f(Xo) + (X-Xg) fIXg, Xo] + (X-Xo)(X-Xq) f[X5, X, Xo] +

+ (X - X)(X - Xq) -+ (X - Xp-1) FIXns Xpoas -+ o X, Xo]

e The structure of Newton’s Interpolating Polynomials is similar to the Taylor series.

_ fn+1(‘y§) n+l
Rp = (n+ 1) (Xi+1 — X;)

e Remainder (truncation error) for the Taylor series was

e Similarly the remainder for the nth order interpolating polynomial is

~ fn+1(§)
Rn = (n+1)!

(X - Xg)(X = X1) .0 (X~ Xp)

where & is somewhere in the interval containing the interpolated point x and other data points.

e But usually only the set of data points is given and the function f is not known.

* An alternative formulation uses a finite divided difference to approximate the (n+1)t derivative.

R, ~ f[X, X\, Xp_1 7=+ 7 Xol (X — X )(X — X4 )...(X—X,,)
e But this includes f(x) which is not known.
e Error can be predicted if an additional data point (x,,,1) is availbale
Rn = fIXp 1/ Xns Xnog reeer X (X=X )(X = X1 )0 (X = Xp)

which is nothing but f,,1(X) - f,(X)

11



Newton’s Interpolating Polynomials for Equally Spaced Data

o If the data points are equally spaced and in ascending order, that is,
(Xor Yo) v (Xo+h,y1), (Xo+2h,y4), ..... » (Xo + nh, yy,)

finite divided difference simplify.

f(x1) - f(xo) _ Af(xo)

fIxy,Xo]=
[x1,X0] X1 — Xg h
f(x3)—f(x1) f(x;)—f(xo) ,
Xy — X Xy — X f(x,) - 2f(x, )+ f(x Af“(x
f[X5,X1,Xo] = 2 =Xy 1-Xo _ f(x;) (21) (xo) _ (20)
X5 — Xg 2h 2h
n
oringeneral f[x,,X, 1, Xg] = AT"(Xo)
n'h"

where AfP(x,) is the nth forward difference.

¢ With this notation Newton’s DD Interpolating polynomials simplify to

fL(X) = f(X) + Af(Xg) & + AZ(xg) (- 1)/ 2! + ...+ APf(xg) ac-1)--- (o -n+1)/nl + R,

wherea = (X-Xo) /h and R, =f0O+)(E) hn*tl g(a-1) - (a-n)/ (n+1)!

e This is called the forward Newton-Gregory formula.

12



Lagrange Interpolating Polynomials

e It is a reformulation of Newton’s Interpolating Polynomials.

s N X-—X;
f, () = D Li(x)f(x;) where Li(x)=]] j
i=0 =0 Xi = X;j
J#i
X—-X X — X
° = . . f = 1 f 0 f
For n=1 (linear) 1(X) X — X, (xq) + o (%4)

(x—x4)(x-x%3) (x—x¢)(x-x3) (x —xg)(x-x3)
e For n=2: f5(x)= f(xq)+ f(xq)+ f(x

] 2(X) (xo — Xx1)(Xg —X3) (o) (x1 — X )(X1 — %3) (1) (X2 —xg)(x2 —X3) (x2)
* To generalize, nth order polynomial is the summation of (n+1) nth order polynomials.

» Each of these nth order polynomials have a value of 1 at one of the data points and have values of 0
at all other data points.
1 at x=x;

o .. : i L. —
This is due to the following property of Lagrange functions L;(x) { 0 at all other data points

Lo(X) f(Xo) . L,(x) f(xq) Lo(x) f(x3)

-+

| !/

_—

T~
1



Example 31.

X f(x) Calculate f(4) using Lagrange Interpolating Polynomials
1 4.75 (@) of order 1

2 | 4.00 (b) of order 2

3 5.25 (c) of order 3

5 [ 19.75

6 | 36.00

(a) Linear interpolation. Select xg =3, X3 =5
f1(X) = Lo(X) f(Xo) + Ly(X) f(X1) = (x-5)/(3-5) 5.25 + (x-3)/(5-3) 19.75
f(4) ~ 12.5

(b) Quadratic interpolation. Select xo =2, X3 =3, X, =5
fa(x) = Lo(X) f(Xg) + L1(X) f(x1) + Ly(x) f(x3)
= (x-3)(x-5)/(2-3)(2-5) 4.00 + (x-2)(x-5)/(3-2)(3-5) 5.25 + (x-2)(x-3)/(5-2)(5-3) 19.75
f(4) = 10.5

Exercise 30: Solve part (b) using the last three points. Also solve part (c).
14



Spline Interpolation

» We learned how to interpolate between n+1 data points using nth order polynomials.

e For high number of data points (typically n > 6 or 7), high order polynomials are necessary, but
sometimes they suffer from oscillatory behavior.

actual function

| e
interpolation /‘/\'

v

YA

A

RV

aa

v
v

e Instead of using a single high order polynomial that passes through all data points, we can use
different lower order polynomials between each data pair.

» These lower order polynomials that pass through only two points are called splines.

e Third order (cubic) splines are the most preferred ones.

first order splines :

A

SRR
sl

v
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Linear Splines:
 Given a set of ordered data points, each two point can be connected using a straight line.

f(x)

f(x) = f(Xg) + Mgy(X - Xg) for Xo < x <Xy
f(x) = f(xq) + Mmy(X - X4) for x; <X <X,
f(x) = f(x3) + My(X - X5,) for X, <x<x5

where the slopes are  m; = [f(Xj41) — fF(X%)] / (X1 - X3)

¢ Functions are not continuous at the interior points.

Quadratic Splines:

e Every pair of data points are connected using quadratic functions.

f(x)

a,x2+b,x+c,
a;x2+byx+¢4 ax3+bx+c, _ _
e For n+1 data points, there are n splines
! ’\/4 and 3n unknown constants.
|
| .
. . | * We need 3n equations to solve for them.
| |
I ! I :
: ! : ! X
Xo X1 Xa Xp-1 Xn

16



Quadratic Splines (cont’'d):

e These 3n equations are

e The first and last functions must pass through the end points (2 equations).

a1 on + b1 Xo + C1 - f(Xo)

a, X,2 + b, x, + ¢, = f(x,)

e The function values must be equal at interior points (2n-2 equations).

e First derivatives must be equal at the interior points (n-1 equations).

8.1 Xii1? + Dig Xig + Gy = (%) foriz2ton
3 X122 + b Xi.g + G = f(Xi.1)
284 X4 + by =23 X4 + by fori=1ton

e This makes a total of 3n-1 equations. One more equation is necessary and we need to make an
arbitrary choice. Among many possibilities we will use the following,

 Take the second derivative at the first point to be zero (1 equation).

a1=0

i.e. first two points are connected with a straight line.

e Solve this set of 3n linear algebraic equations with any of the methods that we learned.

17



Cubic Splines:
e For n+1 points, there will be n intervals and for each interval there will be a 3" order polynomial

a; x>+ b; x2 + G x + d; fori=1ton

e Totally there are 4n unknowns. They can be solved using the following equations
e The first and last functions must pass through the end points (2 equations).
e The function values must be equal at interior points (2n-2 equations).
» First derivatives must be equal at the interior points (n-1 equations).
e Second derivatives must be equal at the interior points (n-1 equations).
e This makes a total of 4n-2 equations. Two extra equations are (other choices are possible)

e Second derivatives at the end points are zero (2 equations).

e Setting up and solving 4n equations is costly. There is another way of constructing cubic splines that
results in only n-1 equations in n-1 unknowns. See pages 502-503 of the book.

18



Example 32:

x| fx) Develop quadratic splines for these data points and predict f(3.4) and f(2.2)
1 1 f(X) d; X2 + bi X + G
2 | 5 : :
|
25 | 7 r i
I
3 | 8 : ! :
I I I
2 i I ! ! L X
Xo=1 2 2.5 3 4

e There are 5 points and n=4 splines. Totally there are 3n=12 unknowns. Equations are

e End points: a; 12+ by;1+¢ =1 , 4%+ bs4+c,=2

e Interior points: a,22+b;2+¢; =5 , @22+ by2+cCc,=5
a,2.52+ by25+¢c, =7, a3;2.52+b325+c3=7
a;3%2+ b33+ c3=38 , 8432+ bs3+¢c,=8

e Derivatives at the interior points:  2a;2+ by = 2a,2+ b,
2a2 2.5 + b2= 233 2.5 + b3
2a33+ by =2a,3+ b,

e Arbitrary choice for the missing equation: a; = 0
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Example 32 (cont'd):

e a,=0is already known.

O OO0OO0OOONOR

o

OO0 00000 kR OK

o

0 0
0 0
0 0
4 2
6.25 2.5
0 0
0 0
0 0
-4 -1
5 1
0 0

Solve for the remaining 11 unknowns.

O o0OO0OO0OOO R MK OODO

o

(=)
O o0uVwpNnyOOOOO

(0]

|
D 0

e Equations for the splines are

1st spline:
2nd gpline:
3rd gpline:

4th spline:

To predict f(2.2) use the 2" spline. f(2.2)

f(x) =4x -3
f(x) =4x-3

© O OO

2.5

I
I-I'HOOW

cCcoco0ooOmR M OOOOOo

0

Y
(<))

c'hoonocccoo

(Straight line.)

(Same as the 1st. Coincidence)

f(x) = -4x2 + 24x — 28
f(x) = -6x2 + 36x — 46
e To predict f(3.4) use the 4t spline. f(3.4) = -6 (3.4)2+ 36 (3.4) —46 = 7.04
4(2.2) -3

OO WOOOOOoO O

I
Y

o

OO O HOOOOO R

3

J

-

5.8

© 00 mMOMNNWUUNK

|-

J
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