Fall 2012

EE 503
Linear Algebra Review
(Not to be collected)

Most of these problems require few operations ifi yoe comfortable with basic linear
algebra methods. If you are having excessive ditfyc please consider srious linear
algebra refreshing; linear algebra is extensivelduin all DSP courses. Strang’s book is
the standard and a good textbook for a review. ¥an also watch Prof. Strang’'s
teaching Linear Algebra on the welnttp://ocw.mit.edu/OcwWeb/Mathematics/18-
06Spring-2005/VideoLectures/index.htfhis is the first link coming up on a google
search with the keyword “ocw linear algebra strang”

Reading Assignment:Section 2.3 from Hayes.

Show that inverse of a lower triangular matrixlsodower triangular.

Show that any matriA can be expressed AsLU, where L is a lower triangular

matrix andU is upper triangular. (Hint: Gaussian elimination)

3. Show that the linear equation systebix=b, whereL andU are lower and upper
triangular matrices respectively, can be solvetivim steps: Step Ly=b; Step 2:
Ux=y. Show that both steps can be solved by succesdbatitsiion.

4. Show that any matriA expressed a&=QR, whereQ is an orthogonal matrix
andR is upper triangular. (Hint: Gram-Schmid orthogopation)

5. Show that the linear equation syst&Rx=b can be solved biRx=Q"b using

successive substitution.

6. Show thatr{A}= Z/lkwhere/]k is thek'th eigenvalue of matri.

7. Show det(A¥ [1A, where A, is thek'th eigenvalue of matriA.

8. Show that similar matrices have the same eigengafduandB are similar if
there is artM matrix such thaA=MBM ™. (Hint: Write characteristic equation)

9. Show that orthogonal (or unitary) matrices have magnitude eigenvalues.

10. Show that symmetric matrices have orthogonal eigetavs.

11.Use|AB|=|A||B|to establishi+ABA *|=|B+l|. (|A|=det(A))

12.Establish the identity tdB}=tr{ BA}. (Hint: Use summation definition of matrix
multiplication).

13. Establish the identitji+AB|=|I+BA|. (Not very easy)

14.Show that distinct eigenvectors of a matrix arediry independent.

15. Show that singular matrices have at least one eaeea with the value zero.

16. Show that an eigenvector Afwith zero eigenvalue is orthogonal to the
eigenvectors oA’ with non-zero eigenvalues. (Circuit theory fans aasociate
this result with the Tellegen’s theorem!)

17.Show that eigenvectors of a matrix with zero eigdume form the null space, and
eigenvectors with non-zero eigenvalue form the easpgace.

18.Show that for aN x N A matrix, dim(rangef))+ dim(null(A)) = N, i.e.
dimension of range space plus the dimension ofspadte is N.

19. Show that range space is orthogonal to null spaicg/mmetric matrices. (Hint:
use 16, 17 or 10)

N



20. Show that matrices with the same set of eigenvedtor with different
eigenvalues commute. (Two matrices are said to asefhAB=BA)

21.ShowAB=BA thenA andB have a common set of eigenvectors. (This is much
more difficult than 20)

22.Show that a rank-1 matrix has a single eigenvesittr non-zero eigenvalue.

23.Show thatA+ al has the eigenvalues df + a, where A, is thek'th eigenvalue

of matrix A.

24. Snow that ifAA" has eigenvectors shown wigh thenAe, is an eigenvector of
A"A.

25.Show thatAA" andA™A have the same set of eigenvalues. The eigenvafues o
AA" or A"A called singular values.

26.A square or rectangular matrix can be decompodedsingular value
decomposition (SVD) as followg= UYV". HereA is aM x N matrix,U andV
are unitary matrices of dimensioi xM and N x N respectively and’ is a
diagonal matrix. The diagonal entries pfare called the singular values. What is
the relation betweeA™ U andV ? (According to Strang (see his OCW lecture on
SVD), SVD is the single most important linear algetesult.)

27.A lesser known matrix multiplication matrix methiscthe summation of rank-1

matrices. Show that €=AB, thenC =) aby . Here & is the k'th column of

matrixA; b, is the k’th row of matrixB.
28.Show thaid=M A M" whereM=[m1m;... my] (mk represent k'th column of

N
matrix M), A=diag(A1, Az, ..., Ay) IS A= ZAkmkmkH . (Hint: Use 26)
k=1

N
29.Show that ifA=M A M" then A1=z/1i m.m; (Hint: Use 27)
k=1 /'k

30. Show that iff(x) is a polynomial in, and=M A M™* A=diag(A1, Az,..., Ax) then
f(A)=M f(A) M wheref(A) =diag(f(A), f(A2), ..., f(Av)).

31.Show that a matriA satisfies its own characteristic equation. (Th&iteis
known as the Cayley-Hamilton theorem.)

32.Solve Hayes 2.4

33.Solve Hayes 2.15

34.Solve Hayes 2.17

35.1f Pis an orthogonal projector awg, a, are non-zero real numbers; then){P +
(a2)? (I-P) is invertible.

36.1f Sis real and skew-symmetric, then show th& is non-singular and the
Cayley transfornT=(I-S)(1+S) " is orthogonal.

37.1f T is real orthogonal matrix ar(thT) is non-singular, prove that we can write
T=(I-S)(1+S)™ whereS is a skew-symmetric matrix.

38.A matrix A is called positive definite, ¥"Ax > 0 for allx. Show that this
definition requiresA matrix to have positive eigenvalues.

39. Show that a matrix has to have positive terms ®didgonal to be positive
definite. Is this condition necessary or sufficient

40.Let A = As+tAsswhereAs is a symmetric matrixA, = A} ) andAssis a skew-
symmetric matrix A _ =—AL), then show that' Asx=0 and the positive
definiteness of the matrix is determined by théstgnmetric part”As.



