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Abstract— This contribution investigates the hierarchical con-
trol of decentralized DES which are synchronized by shared
events. A multi-level hierarchical control architecture provid-
ing hierarchical consistency is introduced. Moreover, it allows
for composition of decentralized subsystems on the high-level
of the hierarchy, and hence reduces the computational com-
plexity of supervisory control synthesis for language inclusion
specifications. In this context, a crucial issue is the nonblocking
operation of the overall system. In our main theorem, marked
state acceptance and marked state controllability are identified
as sufficient conditions for this desirable property.

I. I NTRODUCTION

Recent approaches for reducing the computational effort of
supervisor synthesis algorithms assume or impose a par-
ticular control architecture, such that product compositions
of individual subsystems can be either avoided or at least
postponed to a more favorable stage in the design process
[5], [6], [8], [15]. Our contribution uses a hierarchical
control architecture [3], [4], [7], [9], [10], [13], [16].

This paper extends previous results [11], [12], using the
natural language projection as a high-level abstraction. We
recall from [12] that, if a particular supervisor implemen-
tation is chosen, this abstraction complies with hierarchical
consistency (see also [16]). It is also demonstrated that the
hierarchical architecture can be extended to decentralized
systems. Moreover, we show in [11] that a nonblocking
closed loop is implied by the following conditions: local
nonblocking, marked state consistency and circular closed
loop behavior. The first two conditions arestructural in that
they refer to the open loop only.

In contrast to previous work, this contribution introduces
marked state controllability as an additional structural prop-
erty of hierarchical and decentralized systems and proves
nonblocking low-level control by imposing structural con-
ditions only.

The outline of the paper is as follows. Basic notations
and definitions of supervisory control theory are recalled
in Section II. Section III introduces the notion of marked
state acceptance, marked state controllability and local
nonblocking combined with hierarchical control and proves
nonblocking control for the overall closed loop. In Section
IV, the architecture is extended to form a decentralized and
hierarchical control architecture.
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II. PRELIMINARIES

We recall basics from supervisory control theory. [14], [2].

For a finite alphabetΣ, the set of all finite strings overΣ is
denotedΣ∗. We write s1s2 ∈ Σ∗ for the concatenation of
two stringss1, s2 ∈ Σ∗. We writes1 ≤ s whens1 is aprefix
of s, i.e. if there exists a strings2 ∈ Σ∗ with s = s1s2.
The empty string is denotedǫ ∈ Σ∗, i.e. sǫ = ǫs = s for
all s ∈ Σ∗. A languageover Σ is a subsetH ⊆ Σ∗. The
prefix closureof H is defined byH := {s1 ∈ Σ∗| ∃s ∈
H s.t. s1 ≤ s}. A languageH is prefix closedif H = H.

The natural projectionpi : Σ∗ → Σ∗
i , i = 1, 2, for the

(not necessarily disjoint) unionΣ = Σ1 ∪ Σ2 is defined
iteratively: (1) letpi(ǫ) := ǫ; (2) for s ∈ Σ∗, σ ∈ Σ, let
pi(sσ) := pi(s)σ if σ ∈ Σi, or pi(sσ) := pi(s) otherwise.
The set-valued inverse ofpi is denotedp−1

i : Σ∗
i → 2Σ∗

,
p−1

i (t) := {s ∈ Σ∗| pi(s) = t}. The synchronous product
H1||H2 ⊆ Σ∗ of two languagesHi ⊆ Σ∗

i is H1||H2 =
p−1
1 (H1) ∩ p−1

2 (H2) ⊆ Σ∗.

A finite automatonis a tupleG = (X,Σ, δ, x0,Xm), with
the finite set ofstatesX; the finite alphabet ofeventsΣ;
the partialtransition functionδ : X × Σ → X; the initial
state x0 ∈ X; and the set ofmarked statesXm ⊆ X.
We write δ(x, σ)! if δ is defined at(x, σ). In order to
extendδ to a partial function onX × Σ∗, recursively let
δ(x, ǫ) := x and δ(x, sσ) := δ(δ(x, s), σ), whenever both
x′ = δ(x, s) and δ(x′, σ)!. L(G) := {s ∈ Σ∗ : δ(x0, s)!}
andLm(G) := {s ∈ L(G) : δ(x0, s) ∈ Xm} are theclosed
andmarked languagegenerated by the finite automatonG,
respectively. For any strings ∈ L(G), Σ(s) := {σ|sσ ∈
L(G) is the set of eligible events afters. A formal definition
of the synchronous composition of two automataG1 and
G2 can be taken from e.g. [2]. Note thatL(G1||G2) =
L(G1)||L(G2).

In a supervisory control context, we writeΣ = Σc ∪ Σu,
Σc∩Σu = ∅, to distinguishcontrollable(Σc) anduncontrol-
lable (Σu) events. Acontrol patternis a setγ, Σu ⊆ γ ⊆ Σ,
and the set of all control patterns is denotedΓ ⊆ 2Σ. A
supervisoris a mapS : L(G) → Γ, whereS(s) represents
the set of enabled events after the occurrence of string
s; i.e. a supervisor can disable controllable events only.
The languageL(S/G) generated byG under supervision
S is iteratively defined by (1)ǫ ∈ L(S/G) and (2)sσ ∈
L(S/G) iff s ∈ L(S/G), σ ∈ S(s) and sσ ∈ L(G). Thus,
L(S/G) represents the behavior of theclosed-loop system.
To take into account the marking ofG, let Lm(S/G) :=



L(S/G) ∩ Lm(G). The closed-loop system isnonblocking
if Lm(S/G) = L(S/G), i.e. if each string inL(S/G) is
the prefix of a marked string inLm(S/G).

A languageH is said to be controllable w.r.t.L(G) if
there exists a supervisorS such thatH = L(S/G). The
set of all languages that are controllable w.r.t.L(G) is
denotedC(L(G)) and can be characterized byC(L(G)) =
{H ⊆ L(G)| ∃S s.t. H = L(S/G)}. Furthermore, the
set C(L(G)) is closed under arbitrary union. Hence, for
every specification languageE there uniquely exists a
supremal controllable sublanguageof E w.r.t. L(G), which
is formally defined asκL(G)(E) := ∪{K ∈ C(L(G))| K ⊆
E}. A supervisorS that leads to a closed-loop behavior
κL(G)(E) is said to bemaximally permissive. A maximally
permissive supervisor can be realized on the basis of a
generator ofκL(G)(E). The latter can be computed from
G and a generator ofE. The computational complexity is
of order O(N2M2), whereN and M are the number of
states inG and the generator ofE, respectively.

A languageE is Lm-closed if E ∩ Lm = E and the
set of Lm(G)-closed languages is denotedFLm(G). For
specificationsE ∈ FLm(G), the plantL(G) is nonblocking
under maximally permissive supervision.

III. N ONBLOCKING HIERARCHICAL CONTROL

Monolithic supervisory control faces the problem of a very
high computational effort for large systems. One method
for reducing this effort is hierarchical control, where an
abstracted (high-level) plant model is used for supervisor
synthesis on a higher level. Then, the high-level control has
to be implemented in the lower level. In this work, the event-
based control scheme proposed in [16] is used (compare
Figure 2). The detailed plant modelG and the supervisor
Slo form a low-level closed-loop system, indicated by
Conlo (control action) andInf lo (feedback information).
Similarly, the high-level closed loop consists of an ab-
stracted plant modelGhi and a high-level supervisorShi.
The two levels are interconnected viaComhilo, imposing
high-level control onSlo and Inf lohi which drives the
abstract plantGhi in accordance to the detailed model.

A. Hierarchical Control Problem

The natural projection is used as a method for hierarchical
abstraction. For other methods consult [3], [4], [7], [16].

Definition 3.1 (Projected System):Let G =
(X,Σ, δ, x0,Xm) be a nonblocking DES andΣhi ⊆ Σ
an abstraction alphabet. Also letphi : Σ∗ → (Σhi)∗ be
the natural projection. The high-level language is defined
by Lhi := phi(L(G)). The projected marked language is
Lhi

m := phi(Lm(G)) and Ghi is the canonical recognizer
s.t.Lm(Ghi) = Lhi

m andL(Ghi) = Lhi. With Σ = Σu∪̇Σc,
high-level uncontrollable and controllable events are

Σhi
u := phi(Σu) and Σhi

c := phi(Σc), respectively. The
tuple (G, θ,Ghi) is called a projected system.

The interconnection of low- and high-level supervisors with
the plant is defined as follows.

Definition 3.2 (Hierarchical Control System):Referring to
Definition 3.1, a hierarchical control system (HCS)
(G, phi, Ghi, Shi, Slo) consists of a projected system
(G, phi, Ghi) which is equipped with ahigh-level super-
visor Shi and a low-level supervisorSlo, whereShi and
Slo fulfill the following conditions:

• Shi : Lhi → Γhi with the high-level control patterns
Γhi := {γ|Σhi

u ⊆ γ ⊆ Σhi}.
• Slo : L(G) → Γ. Slo is called valid if

phi(L(Slo/G)) ⊆ L(Shi/Ghi).

This contribution investigates the implementation of a non-
blocking low-level supervisor in case the abstraction alpha-
bet and the high-level supervisor are already known. Thus
we focus on translating a non-blocking high-level supervisor
Shi to a valid nonblocking controllerSlo in the low level.
This is fomalized in Definition 3.3.

Definition 3.3 (Hierarchical Control Problem):Given a
HCS (G, phi, Ghi, Shi, Slo), compute a valid low-level
supervisorSlo as in Definition 3.2 such that the low-level
controlled language of the HCS,L(Slo/G), is nonblocking.

B. Hierarchical Consistency

Hierarchical consistency has been used as a powerful tool
for showing nonblocking behavior of hierarchical control
architectures [3], [4], [7], [16]. This property ensures that
the desired high-level behavior can be implemented in the
low level. Thus it imposes certain requirements on the
translation of the high-level supervisor to the low-level
controller. For our particular abstraction, we can guarantee
hierarchical consistency by a specific supervisor implemen-
tation which is based on the following definitions.

The set of entry strings contains all low-level strings which
are just projected to a given high-level string.

Definition 3.4 (Entry Strings):Let (G, phi, Ghi) be a pro-
jected system. The set of entry strings ofshi ∈ Lhi is

Len,shi := {s ∈ L(G)|phi(s) = shi ∧

6 ∃s′ < s s.t. phi(s) = shi} ⊆ Σ∗

The local (marked) language consists of (marked) strings
which are reachable by local stringsu ∈ (Σ − Σhi)∗ from
a given strings.

Definition 3.5 (Local Languages):Let (G, phi, Ghi) be a
projected system and lets ∈ L(G) for shi := phi(s) ∈ Lhi.
The local languageLs,shi is

Ls,shi := {uσ|suσ ∈ L(G) ∧ phi(su) = shi ∧ σ ∈ Σ}



and the locally marked languageLs,shi,γhi for the control
patternγhi ∈ Γhi is1

Ls,shi,γhi := {uσ ∈ Ls,shi |suσ ∈ Lm(G)} ∪

{uσ|u ∈ Ls,shi ∧ σ ∈ γhi ∧ suσ ∈ L(G)}.

Using the above definitions, a consistent implementation of
a high-level supervisor can be introduced.

Definition 3.6 (Consistent Implementation):Given a pro-
jected system(G, phi, Ghi) and a supervisorShi, we define
the consistent implementationSlo. For s ∈ L(G), let
shi := phi(s) and sen ∈ Len,shi , u ∈ (Σ − Σhi)∗ s.t.
s = senu. Then

Slo(s) :=















if Σhi(shi) ∩ Shi(shi) 6= ∅ then
Shi(shi) ∪ (Σ − Σhi)

else
{σ|uσ ∈ κL

sen,shi
(Lsen,shi,Shi(shi))} ∪ Σu

For any low-level string, the consistent supervisor allowsall
low-level events as long as the high-level supervisor allows
some successor event after the corresponding high-level
string. If this is not the case, there might be strings in the
low-level behavior which cannot be extended to a marked
state. Because of this reason, the low-level controller imple-
ments the maximally permissive and nonblocking behavior
for the relevant local automaton.

By the following lemma, it is shown that the consistent im-
plementation is indeed an admissible low-level supervisor.

Lemma 3.1 (Admissible Supervisor Implementation):Let
(G, phi, Ghi) be a projected system andShi an admissible
supervisor with a consistent implementationSlo. ThenSlo

is admissible, i.e.(G, phi, Ghi, Shi, Slo) is a HCS.

As mentioned above, our construction leads to a hierar-
chically consistent closed-loop behavior, i.e. the projected
behavior of the low-level supervised plant equals the con-
trolled high-level behavior (see also [3], [4], [7], [16]).

Theorem 3.1 (Hierarchical Consistency):Let
(G, phi, Ghi, Shi, Slo) be a HCS. IfSlo is the consistent
implementation ofShi, then the HCS ishierarchically
consistent, i.e. phi(L(Slo/G)) = L(Shi/Ghi).

The proof of this Theorem is obmitted due to lack of space.
Note that up to now, no structural properties of the control
system have been used.

C. Nonblocking Control

Nonblocking control of the low-level is an essential pre-
requisite of hierarchical control. In contrast to the above
construction, nonblocking behavior does not come for free.
We identify structural properties which imply nonblocking
behavior of the hierarchical control system.

1Note thatLs,shi,Σhi(shi) ⊆ Ls,shi .

The set of exit strings contains all low-level strings which
have a high-level successor event.

Definition 3.7 (Exit Strings):Let (G, phi, Ghi) be a pro-
jected system and assumeshi ∈ Lhi. The set of exit strings
of shi is

Lex,shi := {s ∈ L(G)|phi(s) = shi ∧

∃σhi ∈ Σhi s.t. sσhi ∈ L(G)} ⊆ Σ∗.

Marked state acceptance guarantees that if a marked high-
level string is traversed, then a marked string has also been
passed in the low level.

Definition 3.8 (Marked State Acceptance):Let
(G, phi, Ghi) be a projected system. The stringshi

m ∈ Lhi
m

is marked state accepting2 if for all sex ∈ Lshi
m ,ex

∃s′ ≤ sex with phi(s′) = shi
m ands′ ∈ Lm(G).

Let Lp
m ⊆ Lhi

m . (G, phi, Ghi) is marked state accepting w.r.t
Lp

m if shi
m is marked state accepting for allshi

m ∈ Lp
m.

For locally nonblocking DES it holds that after any low-
level string, there is a local path to all successor events
of the corresponding high-level string.3 This property is
closely related to the observer property in [10] and [14].

Definition 3.9 (Locally Nonblocking DES):Let
(G, phi, Ghi) be a projected system and letLp

m ⊆ Lhi
m .

shi ∈ Lp
m is locally nonblocking w.r.tLp

m if for all
s ∈ L(G) with phi(s) = shi and ∀σ ∈ Σhi(shi) with
phi(s)σ ∈ Lp

m, ∃uσ ∈ (Σ − Σhi)∗ s.t. suσσ ∈ L(G).
(G, phi, Ghi) is locally nonblocking w.r.t.Lp

m if shi is
locally nonblocking w.r.t.Lp

m ∀shi ∈ Lp
m.

Marked state controllability guarantees nonblocking low-
level control for the case that no high-level event is possible
after a marked high-level string.

Definition 3.10 (Marked State Controllability):Let
(G, phi, Ghi) be a projected system. LetLp

m ⊆ Lhi
m

and shi ∈ Lp
m with γhi ∈ Γhi s.t. γhi ∩ Σhi(shi) = ∅.

shi is marked state controllable if for allsen ∈ Len,shi

κL
sen,shi

(Lsen,shi,γhi) 6= ∅. (G, phi, Ghi) is marked state
controllable w.r.t.Lp

m if shi is marked state controllable
∀shi ∈ Lp

m.

The above definitions are illustrated by short example.
Consider the low-level automaton and the corresponding
high-level automaton in Figure 1.4

Example 3.1:The entry strings of the high-level stringα
are Len,α = {(fg)∗α}, the exit strings ofα are Lα,ex =
{(fg)∗α(ab+cd+ce)}, the local languageLα,α is Lα,α =

2Note thatshi ∈ Lhi − Lhi
m ⇒ (phi)−1(shi) ∩ Lm(G) = ∅.

3There are weaker conditions for nonblocking hierarchical control. This
restrictive condition is used as it directly extends to decentralized systems.

4Controllable events are marked with a tick and dotted lines are used
for high-level events.
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Fig. 1. low-level automatonG and projected automatonGhi

{c, cd, cdβ, ce, ceγ, a, ab, abβ} and the locally marked lan-
guageLα,α,{β,γ,α} is Lα,α,{β,γ,α} = {c, cdβ, ceγ, abβ}.

For investigating marked state acceptance, it is readily
observed that the exit strings = αab does not have a
marked predecessor strings′ < s with phi(s′) = α. Thus
the high-level stringα is not marked state accepting. Local
nonblocking w.r.t.L(Ghi) is also not true, as it is not
possible to find a local string leading to the occurrence of
the high-level eventγ after the stringαab. For checking
marked state controllability, we assume that the high-level
supervisor disablesγ andβ after the high-level stringα. A
low-level supervisor disablinge andd after (fg)∗αc anda
after(fg)∗α leads to nonblocking behavior of the controlled
low-level plant and at the same time the controlled local
language after the entry stringα equalsκLα,α

(Lα,α,{α}).

With the above properties as conditions, the main theorem
of this section establishes nonblocking control for hierar-
chical control systems.

Theorem 3.2 (Nonblocking Hierarchical Control):Let
(G, phi, Ghi, Shi, Slo) be a hierarchical control system
with a marked state accepting, marked state controllable
and locally nonblocking projected system(G, phi, Ghi)
w.r.t. Lhi

m . Also let Shi be a high-level supervisor with
a consistent implementationSlo. Then Slo solves the
hierarchical control problem in Definition 3.3 and the HCS
is hierarchically consistent.

The proof is based on the subsequent lemmas.

Lemma 3.2:Let (G, phi, Ghi) be a locally nonblocking
projected system w.r.t.Lp

m and let Shi be a nonblock-
ing high-level supervisor s.t.Lm(Shi/Ghi) ⊆ Lp

m. Also
let Slo be a consistent implementation ofShi. Then
(Slo/G, phi, Shi/Ghi) is a locally nonblocking projected
system w.r.t.Lm(Shi/Ghi).

Lemma 3.3:Let (G, phi, Ghi, Shi, Slo) be a hierarchical
control system with a locally nonblocking projected system
(G, phi, Ghi) w.r.t. Lp

m s.t. Lm(Shi/Ghi) ⊆ Lp
m ⊆ Lhi

m

and let Slo be a consistent implementation. Assumes ∈
L(Slo/G) for someshi ∈ L(Shi/Ghi). If t ∈ (Σhi)∗ s.t.
shit ∈ L(Shi/Ghi) then ∃u ∈ Σ∗ with phi(u) = t and
su ∈ L(Slo/G) ∩ Len,shit.

Lemma 3.4:Let (G, phi, Ghi, Shi, Slo) be a hierarchical
control system with a marked state accepting projected
system(G, phi, Ghi) w.r.t. Lp

m s.t. Lm(Shi/Ghi) ⊆ Lp
m ⊆

Lhi
m and let Slo be a consistent implementation. Also let

sen ∈ Len,shi ∩ L(Slo/G) for shi ∈ Lm(Shi/Ghi). Then
∃u ∈ (Σ − Σhi)∗ s.t. senu ∈ Lm(Slo/G).

Finally Theorem 3.2 can be proven.

Proof: Lemma 3.1 provides hierarchical consistency.

For proving nonblocking behavior, it has to be shown that
∀s ∈ L(Slo/G), ∃u ∈ Σ∗ s.t.su ∈ Lm(Slo/G). Because of
hierarchical consistency,shi := phi(s) ∈ L(Shi/Ghi). As
Shi is nonblocking,∃t ∈ (Σhi)∗ s.t. shit ∈ Lm(Shi/Ghi).
There are two cases. First letShi(shi) ∩ Σhi(shi) = ∅.
Writing s = senu with sen ∈ Len,shi and u ∈ (Σ −
Σhi)∗ and noting thats ∈ L(Slo/G), we have thatu ∈
κL

sen,shi
(Lsen,shi,Shi(shi)). Thus ∃ū ∈ (Σ − Σhi)∗ s.t.

sū ∈ Lm(G) and alsosū′ ∈ L(Slo/G) for all ū′ ≤ ū
because of Definiton 3.6. Thussu ∈ Lm(Slo/G). Now
let Shi(shi) ∩ Σhi(shi) 6= ∅. Then ∃t 6= ǫ s.t. shit ∈
Lm(Shi/Ghi). Because of Lemma 3.2 and Lemma 3.3,
∃u′ ∈ Σ∗ s.t.su′ ∈ L(Slo/G) andphi(u′) = t. W.l.o.g., let
su′ ∈ Len,shit. Considering thatshit ∈ Lm(Shi/Ghi) and
su′ ∈ Len,shit, ∃u′′ ∈ (Σ−Σhi)∗ s.t. su′u′′ ∈ Lm(Slo/G)

because of Lemma 3.4. In both cases,s ∈ Lm(Slo/G). �

Thus the hierarchical control architecture guarantees hi-
erarchical consistency if a consistent implementation of
the low-level supervisor is chosen. If, in addition to that,
the structural properties local nonblocking, marked state
acceptance and marked state controllability are fulfilled,the
hierarchical control system is also nonblocking.

IV. D ECENTRALIZED APPROACH

One drawback of the purely hierarchical approach is the
fact that the overall low-level model has to be computed
before performing the abstraction, again leading to a high
computational effort. Because of this, the decentralized
nature of composed systems shall be exploited in the sequel.
To this end, our method readily extends to decentralized
systems. At first some useful notions are introduced.

A. Decentralized Control System

Definition 4.1 (Decentralized Control System):A
decentralized control system‖n

i=1Gi (DCS) consists
of subsystems, modelled by finite state automata
Gi, i = 1, . . . , n over the respective alphabetsΣi. The
overall system is defined asG := ||ni=1Gi over the alphabet
Σ :=

⋃n
i=1 Σi. The controllable and uncontrollable events

are Σi,c := Σi ∩ Σc and Σi,u := Σi ∩ Σu, respectively,
where Σc∪̇Σu = Σ and Σc ∩ Σu = ∅. For brevity and
convenience, letL := L(G), Lm := Lm(G), Li := L(Gi),
andLi,m := Lm(Gi).



The projected decentralized control system corresponds to
the projected control system in the monolithic approach.

Definition 4.2 (Projected Decentralized Control System):
Let ‖n

i=1Gi be a DCS, letΣhi s.t.
⋃

i,j,i 6=j

(Σi ∩ Σj) ⊆

Σhi ⊆ Σ, i = 1, . . . , n5 and let phi : Σ∗ → (Σhi)∗ be
the natural projection. Aprojected decentralized control
system (‖n

i=1Gi, p
hi, ‖n

i=1G
hi
i ) (PDCS) is composed of

finite state automataGhi
i , i = 1, . . . , n, such thatLhi

i :=
L(Ghi

i ) = phi(Li) and Lhi
i,m := Lm(Ghi

i ) = phi(Li,m).
The language of the PDCS is denotedLhi := L(Ghi) and
its marked language isLhi

m := Lm(Ghi) where the overall
automaton isGhi := ‖n

i=1G
hi
i .

As the decentralized subsystems are synchronized via
shared events, the feasible shared behavior of each sub-
system can be different from their independent behavior,
i.e. it is possible thatpi(L

hi) ⊂ Lhi
i . The feasible projected

marked sublanguage of a subsystem represents its reachable
marked strings in the synchronized behavior.

Definition 4.3 (Feasible Projected Marked Sublanguage):
Let (‖n

i=1Gi, p
hi, ‖n

i=1G
hi
i ) be a PDCS and let

pi : Σ∗ → Σ∗
i be the natural projection. Fori = 1, . . . , n,

the feasible projected marked sublanguage (FPMS)Lf
i,m

of Lhi
i,m is defined asLf

i,m := pi(L
hi
m).

B. Hierarchical and Decentralized Control

The hierarchical and decentralized control system applies
the above hierarchical architecture to decentralized systems.

Definition 4.4: A Hierarchical and
Decentralized Control System (HDCS)
(‖n

i=1Gi, Si, ‖
n
i=1G

c
i , p

hi, ‖n
i=1G

hi
i , Shi, Slo) consists

of the following entities:

• A detailed plant model is a decentralized control
system‖n

i=1Gi as in Definition 4.1.

• Nonblocking low-level controllers are denoted
Si : Li → Γi, where Γi are the respective control
patterns. Low-level closed-loop languages are denoted
Lc

i := L(Si/Gi), Lc
i,m := Lc

i ∩ Li,m, Lc := ||ni=1L
c
i ,

Lc
m := ||ni=1L

c
i,m = Lc ∩ Lm. Also let Gc be a

generator such thatLc = L(Gc), Lc
m = Lm(Gc).

• (Gc, phi, Ghi) is a projected system with the natural

projectionphi : Σ∗ → (Σhi)∗, where
n
⋃

i,j,i 6=j

(Σi∩Σj) ⊆

Σhi ⊆ Σ and the high level marking is chosen as6

Lhi
m := phi(Lc

m). High-level controllable events are
defined asΣhi

c := Σc ∩ Σhi andΣhi
u := Σu ∩ Σhi.

• The high-level supervisor is denotedShi : Lhi → Γhi

with the high-level closed-loop language

5This means thatΣhi contains all shared events.
6By constructionLhi

m is regular.

L(Shi/Ghi) and a valid low-level supervisorSlo :
Lc → Γ must fulfill phi(L(Slo/Gc)) ⊆ L(Shi/Ghi).

• a decentralized implementation ofSlo consists of
supervisorsSlo

i s.t. L(Shi/Ghi)||
(

||ni=1L(Slo
i /Gc

i )
)

=
L(Slo/Gc).

Shi

Infhi

Conhi

Ghi

Inf lohi
Comhilo

S1/G1

Sn/Gn

S2/G2

Slo
1

Slo
n

Slo
2

Conlo
1

Inf lo
i Conlo

n

Inf lo
n Conlo

2

Inf lo
2

Fig. 2. Control Scheme for HDCS

The construction of the high-level plant is facilitated by
composing the projected subsystems instead of composing
the subsystems before projecting to the high level.

Lemma 4.1 (High Level Plant):Let
(||ni=1Gi, p

hi, ||ni=1G
hi
i ) be a projected decentralized

control system. Then the high level closed and marked
languages areLhi = phi(‖n

i=1L
c
i ) = ‖n

i=1L
hi
i and

Lhi
m = phi(‖n

i=1L
c
i,m) = ‖n

i=1L
hi
i,m, respectively.

The mutual controllability condition [8] guarantees that the
projections of a high-level supervisor to the subsystems is
controllable with respect to the respective subsystem.

Lemma 4.2 (Mutual Controllability):Let
(‖n

i=1Gi, Si, ‖
n
i=1G

c
i , p

hi, ‖n
i=1G

hi
i , Shi, Slo) be a HDCS. If

Lhi
i and Lhi

j are mutually controllable fori, j = 1, . . . , n,
i.e.

Lhi
j (Σhi

u ∩ Σi ∩ Σj) ∩ pj

(

(phi
i )−1(Lhi

i )
)

⊆ Lhi
j ,

then ∃Shi
i : (Σhi

i )∗ → Γhi
i s.t. L(Shi

i /Ghi
i ) =

pi(L(Shi/Ghi)) for all i = 1, . . . , n.

With the mutual controllability condition in addition to
the conditions needed in Theorem 3.2, the main theorem
of this paper states nonblocking decentralized control for
hierarchical and decentralized control systems.

Theorem 4.1 (Main Result):Let
(‖n

i=1Gi, Si, ‖
n
i=1G

c
i , p

hi, ‖n
i=1G

hi
i , Shi, Slo) be a

HDCS and for i = 1, . . . , n let Lf
i,m be the feasible

projected marked sublanguage. Assume that the high-
level languages Lhi

i are mutually controllable and
all projected systems(Gc

i , p
hi, Ghi

i ), i = 1, . . . , n
are marked state accepting, marked state controllable
and locally nonblocking w.r.t. Lf

i,m. Let Shi
i be



supervisors s.t. L(Shi
i /Ghi

i ) = pi(L(Shi/Ghi))
and define Slo

i as consistent implementations
of Shi

i . Then, the low-level supervisorSlo s.t.
L(Slo/Gc) = L(Shi/Ghi)||

(

||ni=1L(Slo
i /Gc

i )
)

is
nonblocking and the HDCS is hierarchically consistent.

Proof: For proving hierarchical consistency, we first
note that the languagepi(L(Shi/Ghi)) is controllable
w.r.t. Lhi

i for all i = 1, . . . , n because of Lemma
4.2 and conclude that the hierarchical control systems
(Gc

i , p
hi, Ghi

i , Slo
i , Shi

i ) are hierarchically consistent as a
consistent implementationSlo

i of Shi
i is chosen. Also it

holds thatphi(||ni=1L(Slo
i /Gc

i )) = ||ni=1p
hi(L(Slo

i /Gc)) =
||ni=1L(Shi

i /Ghi
i ) because of Lemma 4.1 as

(||ni=1S
lo
i /Gc

i , p
hi, Shi

i /Ghi
i ) is a projected decentralized

control system. Considering the definition ofShi
i , we

arrive at phi(||ni=1L(Slo
i /Gc

i )) = ||ni=1pi(L(Shi/Ghi)).
As L(Shi/Ghi) ⊆ ||ni=1pi(L(Shi/Ghi)), it
holds that L(Shi/Ghi))||phi(||ni=1L(Slo

i /Gc
i )) =

L(Shi/Ghi))||
(

||ni=1pi(L(Shi/Ghi))
)

= L(Shi/Ghi)
which proves hierarchical consistency of the hierarchical
and decentralized control system with the decentralized
supervisor implementation.

For proving nonblocking behavior, we first note that it
holds that L(Slo/Gc) 6= ∅ as L(Shi/Ghi) 6= ∅ and
phi(L(Slo/Gc)) = L(Shi/Ghi). Now assume thats ∈
L(Slo/Gc) and shi = phi(s) ∈ L(Shi/Ghi). It has to
be shown thats ∈ Lm(Slo/Gc). Because of the definition
of Slo, si := pi(s) ∈ L(Slo

i /Gc
i ) and shi

i := pi(s
hi) ∈

L(Shi
i /Ghi

i ). Let I0 := {i| 6 ∃ui ∈ (Σi − Σhi)∗ s.t. siui ∈
Lm(Slo

i /Gc
i )}. The following algorithm is performed to find

an appropriate string leading to a marked state in the high-
level.

1. k = 1, I = I0.
2. chooseik ∈ I.
3. find tk ∈ (Σhi)∗ s.t. shit1 · · · tk ∈ Lm(Shi/Ghi) and

pik
(tk) 6= ǫ.

4. remove allj with pj(tik
) 6= ǫ from I.

5. if I = ∅: setk∗ = k and terminate
elsek := k + 1 andgo to 2.

First note that the stringtk in 3. always exists. In case that
Σhi

i (shi
i ) ∩ Shi

i (shi
i ) = ∅ for some i it holds thati 6∈ I, as

there must beui ∈ (Σi − Σhi)∗ s.t. siui ∈ Lm(Slo
i /Gc

i )
because of the consistent implementation. Thus, for all
i ∈ I, it holds that Σhi

i (shi
i ) ∩ Shi

i (shi
i ) 6= ∅. Thus

∃ti 6= ǫ s.t. shi
i ti ∈ Lm(Shi

i /Ghi
i ). Also ∃t ∈ (Σhi)∗

with pi(t) = ti 6= ǫ and shit ∈ Lm(Shi/Ghi) as
Lm(Shi

i /Ghi
i ) = pi(Lm(Shi/Ghi)). Also note that the

algorithm terminates asI is a finite index set which
is reduced in every step. Now definet := t1 · · · tk∗ .
shit ∈ Lm(Shi/Ghi) and ∀i, shi

i pi(t) ∈ Lm(Shi
i /Ghi

i ).
Because of Lemma 3.3,∀i ∈ I0, ∃ui ∈ Σ∗

i s.t. siui ∈
L(Slo

i /Gc
i ) ∩ Len,shi

i
pi(t). Then, because of Lemma 3.4,

∃ūi ∈ (Σ − Σhi)∗ s.t. siuiūi ∈ Lm(Slo
i /Gc

i ). For i 6∈ I0,

we defineui := ǫ and we note that∃ūi ∈ (Σ − Σhi)∗

s.t. siuiūi ∈ Lm(Slo
i /Gc

i ) by definition of I0. Then
∀u ∈ ||ni=1siuiūi, it holds that su ∈ ||ni=1Lm(Slo

i /Gc
i )

and phi(su) = shit ∈ Lm(Shi/Ghi) and thussu ∈
Lm(Shi/Ghi)||

(

||ni=1Lm(Slo
i /Gc

i )
)

= Lm(Slo/Gc). Hence
s ∈ Lm(Slo/Gc). �

Hence, the proposed hierarchichal and decentralized control
architecture readily extends the hierarchical architecture
presented in Section III and nonblocking and hierarchically
consistent behavior of the control system is guaranteed.

V. CONCLUSIONS

In this contribution, a hierarchical control architecturewas
introduced and applied to decentralized discrete event sys-
tems. It has been shown that the architecture automatically
provides hierarchical consistency and in combination with
a particular supervisor implementation also guarantees non-
blocking behavior of the control system. In contrast to [11],
which needs conditions on the specification languages, only
structural system properties are used in this paper. The
method has been applied to an automated manufacturing
system example and the supervisor synthesis yields non-
blocking decentralized supervisors of manageable size [1].
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