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Abstract— This contribution investigates the hierarchical con- Il. PRELIMINARIES

trol of decentralized DES which are synchronized by shared

events. A multi-level hierarchical control architecture provid-  \We recall basics from supervisory control theory. [14]. [2]
ing hierarchical consistency is introduced. Moreover, it allows

for composition of decentralized subsystems on the high-level For a finite alphabek, the set of all finite strings ovex is

of the hierarchy, and hence reduces the computational com- denotedX*. We write s;s5 € 3* for the concatenation of

plexity of supervisory control synthesis for language inclusion .~ stringssy, s» € ¥*. We writes; < s whens; is aprefix
specifications. In this context, a crucial issue is the nonblocking . L e2 . o= . !
of s, i.e. if there exists a string, € ¥* with s = sys5.

operation of the overall system. In our main theorem, marked == .
state acceptance and marked state controllability are identified The empty string is denoted € X%, i.e. se = es = s for

as sufficient conditions for this desirable property. all s € ¥*. A languageover ¥ is isubsetH C X*. The
prefix closureof H is defined byH := {s; € ¥*[3s €
|. INTRODUCTION H s.t. s; < s}. A languageH is prefix closedf H = H.

Recent approaches for reducing the computational effort glhe natural projectionp; : X* — X7, ¢ = 1,2, for the

supervisor synthesis algorithms assume or impose a p P—Ot necgssarlly disjoint) u.moE = 21U ?2 is defined
ticular control architecture, such that product composgti 'e"atvely: (1) letpi(e) := € (2) for s € X%, 0 € 3, let
of individual subsystems can be either avoided or at Ieag'(sa) = pils)o I o € 3, 0rpi(s0) = pi(s) otherwise.
postponed to a more favorable stage in the design proces‘_}qe set-valued |n*v erse g is denotedp; ~ : I — 2%,
(5], [6], [8], [15]. Our contribution uses ahierarchical: H(z)f ::C{;fofztxg(f;n;%ege ?’”;Tr?s”‘;}’mgc’d“d
; 1 2 & i & 2y 1 2 =
control architecture [3], [4], [7], [9], [10], [13], [16]. pfl(Hl) ﬁpz‘l(HQ) c w*.
% finite automatoris a tupleG = (X, %, 0, xg, X,), With
he finite set ofstatesX; the finite alphabet oéventsy;
the partialtransition functiond : X x ¥ — X; the initial
tate zp € X; and the set ofmarked statesX,, C X.
e write 6(x,0)! if ¢ is defined at(z,o). In order to
xtendd to a partial function onX x >*, recursively let

This paper extends previous results [11], [12], using th
natural language projection as a high-level abstractioa.
recall from [12] that, if a particular supervisor implemen-
tation is chosen, this abstraction complies with hierarahi
consistency (see also [16]). It is also demonstrated tteat t
hierarchical architecture can be extended to decentcalize
systems. Moreover, we show in [11] that a nonblockin

closed loop is implied by the following conditions: local Ex’G) I 5(x’,50)| = 0(0(, 5),0), w*henever b?th
nonblocking, marked state consistency and circular closéd §(z,5) and§(a’, o)!. L(G) = {s € " : 8(z0, 5)!}

loop behavior. The first two conditions as&ucturalin that and Ly, (G) = {s € L(G) : §(xo, 5) € X”?}. are theclosed
they refer to the open loop only. andmarked languaggenerated by the finite automateh

respectively. For any string € L(G), X(s) := {o|so €
In contrast to previous work, this contribution introduces.(G) is the set of eligible events after A formal definition
marked state controllability as an additional structuralpp  of the synchronous composition of two automata and
erty of hierarchical and decentralized systems and provés, can be taken from e.g. [2]. Note thdt(G,||G2) =
nonblocking low-level control by imposing structural con-L(G1)||L(G2).

itions only. . .
ditions only In a supervisory control context, we writé = .U X,

The outline of the paper is as follows. Basic notation&.NX, = 0, to distinguishcontrollable(X.) anduncontrol-
and definitions of supervisory control theory are recallethble (X,,) events. Acontrol patternis a sety, ¥,, C v C X,

in Section II. Section Il introduces the notion of markedand the set of all control patterns is denofed= 2*. A
state acceptance, marked state controllability and locabipervisoris a mapS: L(G) — I', whereS(s) represents
nonblocking combined with hierarchical control and proveghe set of enabled events after the occurrence of string
nonblocking control for the overall closed loop. In Sectiors; i.e. a supervisor can disable controllable events only.
IV, the architecture is extended to form a decentralized anthe languagel(S/G) generated byG under supervision
hierarchical control architecture. S is iteratively defined by (1 € L(S/G) and (2)so €

Klaus Schmidt, Thomas Moor and Sebastian Perk are with thL(S/G) itf s € L(S/G),0 € 5(s) andso € L(G). Thus,

Lehrstuhl fir Regelungstechnik, Univerait Erlangen-Nirmberg, Germany (5/G) represents the behaVio_r of tistosed-loop system
{kl aus. schni dt, t homas. noor }@t . eei . uni -erl angen.de ~ To take into account the marking @f, let L,,(S/G) :=



L(S/G)N L,,(G). The closed-loop system rsnblocking

if L,,(S/G) = L(S/G), i.e. if each string inL(S/G) is
the prefix of a marked string if.,,,(S/G).

A language H is said to be controllable w.rtL(G) if
there exists a supervisd¥ such thatd = L(S/G). The
set of all languages that are controllable w.iX(G) is
denotedC(L(G)) and can be characterized BYL(G))
{H C L(G)| 39 st. H = L(S/G)}. Furthermore, the
set C(L(G)) is closed under arbitrary union. Hence, for
every specificationlanguage E there uniquely exists a
supremal controllable sublangua@é E w.r.t. L(G), which

is formally defined asi, () (E) := U{K € C(L(G))| K C
E}. A supervisorS that leads to a closed-loop behavior
ki) (E) is said to bemaximally permissiveA maximally
permissive supervisor can be realized on the basis of
generator ofx ) (E). The latter can be computed from
G and a generator of!. The computational complexity is
of order O(N2?M?), where N and M are the number of
states inG' and the generator af/, respectively.

A languageFE is L,,-closedif E N L,, = E and the
set of L,,(G)-closed languages is denotef, (). For
specificationsly € F;, (), the plantL(G) is nonblocking
under maximally permissive supervision.

IIl. NONBLOCKING HIERARCHICAL CONTROL

yhi = phi(x,) and M = phi(3,), respectively. The
tuple (G, 0, G"") is called a projected system.

The interconnection of low- and high-level supervisorshwit
the plant is defined as follows.

Definition 3.2 (Hierarchical Control SystemReferring to
Definition 3.1, a hierarchical control system (HCS)
(G, ph,GM Shi Slo) consists of a projected system
(G, p", G") which is equipped with éigh-level super-

visor S" and alow-level supervisorS'®, where S** and
S'e fulfill the following conditions:

o Shi: LM — Th with the high-level control patterns
Fhi = {,ylziy C v C Ehi}.

« Sl . L(G) — TI. Sk
& pM(L(S/G) € L(S™ /M),

This contribution investigates the implementation of a-non
blocking low-level supervisor in case the abstraction aiph
bet and the high-level supervisor are already known. Thus
we focus on translating a non-blocking high-level supemvis
S" to a valid nonblocking controlle6’® in the low level.
This is fomalized in Definition 3.3.

is called valid if

Definition 3.3 (Hierarchical Control Problem)Given  a
HCS (G, pht, G, 8, Sl°), compute a valid low-level
supervisorSe as in Definition 3.2 such that the low-level
controlled language of the HC%(S' /@), is nonblocking.

Monolithic supervisory control faces the problem of a very

high computational effort for large systems. One metho

8. Hierarchical Consistency

for reducing this effort is hierarchical control, where an . .
abstracted (high-level) plant model is used for supervisdrierarchical consistency has been used as a powerful tool
synthesis on a higher level. Then, the high-level contrsl hdor showing nonblocking behavior of hierarchical control

to be implemented in the lower level. In this work, the event

architectures [3], [4], [7], [16]. This property ensurestth

based control scheme proposed in [16] is used (Compaﬁ@ desired high-level behavior can be implemented in the

Figure 2). The detailed plant modél and the supervisor

low level. Thus it imposes certain requirements on the

Slo form a low-level closed-loop system, indicated bytranslation of the high-level supervisor to the low-level

Con'® (control action) andinf' (feedback information).

controller. For our particular abstraction, we can guaant

Similarly, the high-level closed loop consists of an abhierarchical consistency by a specific supervisor implemen

stracted plant modeli** and a high-level supervisas”.
The two levels are interconnected Wizom"'°, imposing
high-level control onS* and Inf!°" which drives the
abstract plantG"* in accordance to the detailed model.

A. Hierarchical Control Problem

The natural projection is used as a method for hierarchica

abstraction. For other methods consult [3], [4], [7], [16].
G

Definition 3.1 (Projected System).et

(X,%,6,z0, X,,) be a nonblocking DES an&™ C ¥ W

an abstraction alphabet. Also Ipt? : ¥* — (2h)* be
the natural projection. The high-level language is define
by L" .= p"(L(G)). The projected marked language is
Lh .= p"(L,,(G)) and GM is the canonical recognizer
S.t. L, (GM) = LM and L(Gh) = LM, With ¥ = 2, U5,

tation which is based on the following definitions.

The set of entry strings contains all low-level strings vihic
are just projected to a given high-level string.

Definition 3.4 (Entry Strings)Let (G,p"*, G"") be a pro-

jected system. The set of entry stringss6f ¢ L" is

(s € L@ (s) = s A
As' < s s.t.phi(s) = s"} C B

en,shi

The local (marked) language consists of (marked) strings
hich are reachable by local stringsc (X — X"%)* from
a given strings.

Befinition 3.5 (Local Languages).et (G,p"',G") be a
projected system and letc L(G) for s := phi(s) € LM,
The local languagé€. .»: is

high-level uncontrollable and controllable events are L, i = {uo|suc € L(G) A p"(su) = s"" Ao € X}



and the locally marked languade, »: ,»: for the control The set of exit strings contains all low-level strings which

patterny/? € T/ jst have a high-level successor event.

Lg gnipni = {uoc € Ly gni|suc € Ly, (G)} U Definition 3.7 (Exit Strings):Let (G,p"",G"") be a pro-
{uolu € Ly i Ao € 4" A suo € L(G)}. ﬁcﬁ? i2ystem and assum& ¢ L. The set of exit strings

Using the above definitions, a consistent implementation of , ‘

a high-level supervisor can be introduced. Legsvi = {s € L(G)[p"(s) = s"" A

. o Joht e ¥ st soM e L C o~
Definition 3.6 (Consistent Implementatior(iven a pro- 7€ Stso e LG} ¢

jected systeniG, p, G") and a superviso§”?, we define Marked state acceptance guarantees that if a marked high-
the consistent implementatio§’. For s ¢ L(G), let level string is traversed, then a marked string has also been
sht = phi(s) and sep, € Ly, oni, u € (X — XM)* sit. passed in the low level.

s = S.pu. Then .
Definition 3.8 (Marked State Acceptanca)et

if %_hi(ht?hi) N Shi(s}:‘) # 0 then (G, ph,GM) be a projected system. The strinff € Lh
gloggy .= J O (M U(E-E) is marked state acceptifif for all s., € Lgni .,
(S) T else ‘ 4 mo
{oluo € KL, oni (Lsen,sh'i,SM(shi))} Uy 35’ < seq With phz(s/) = s’rlnl ands’ € L (G).

For any low-level string, the consistent supervisor allaVs Let Lz, C L. (G,p"', G"*) is marked state accepting w.r.t
low-level events as long as the high-level supervisor alowL?, if s is marked state accepting for aff’ € L? .

some successor event after the corresponding high-level ) .

string. If this is not the case, there might be strings in thEO" locally nonblocking DES it holds that after any low-
low-level behavior which cannot be extended to a markel§V€! string, there is a local path to all successor events
state. Because of this reason, the low-level controlledemp of the corresponding high-level striﬁg]’his property is
ments the maximally permissive and nonblocking behavidfi0Sely refated to the observer property in [10] and [14].

for the relevant local automaton. Definition 3.9 (Locally Nonblocking DES):et

By the following lemma, it is shown that the consistent im—(gﬁpvam)_be a projected system and &, C LJ;.
plementation is indeed an admissible low-level supervisof =~ € Lm is locally nonblocking w.r.tLf, if for all
s € L(G) with pMi(s) = s" and Vo € XM(s") with
Lemma 3.1 (Admissible Supervisor Implementatidre)t phi(s)o € Lh, Ju, € (8 — BM)* st su,0 € L(G).
(G,p",G"") be a projected system arftf’ an admissible (G, p", G"7) is locally nonblocking w.r.t.L?, if shi is
supervisor with a consistent implementati§tf. Then S’  |ocally nonblocking w.r.t.L?, Vshi € LE,.

is admissible, i.e(G,p"*, G", Shi Sl°) is a HCS.

Marked state controllability guarantees nonblocking low-
As mentioned above, our construction leads to a hierafevel control for the case that no high-level event is pdssib
chically consistent closed-loop behavior, i.e. the prigéc after a marked high-level string.
behavior of the low-level supervised plant equals the con- -
trolled high-level behavior (see also [3], [4], [7], [16]). Deflnltlon 3.10 (Marked State Controllability)-et _
(G,p",G") be a projected system. Let?, C LM
Theorem 3.1 (Hierarchical Consistency)et and s € L, with 4" € M sit. " n 2 (sh) = 0.
(G, p",G", S", S'°) be a HCS. IfS' is the consistent shi js marked state controllable if for all., € L., g
implementation _ofS’”, then the H(_:S ishierarchically K, wi (L, anini) # 0. (G, p",G") is marked state
consistenti.e. p"'(L(5"/G)) = L(S"'/G"). controllable w.rt. L2, if s" is marked state controllable

The proof of this Theorem is obmitted due to lack of spacev.shi € Ly,

Note that up to now, no structural properties of the controthe apove definitions are illustrated by short example.

system have been used. Consider the low-level automaton and the corresponding
high-level automaton in Figure “1.

C. Nonblocking Control . . .
Example 3.1:The entry strings of the high-level string

Nonblocking control of the low-level is an essential pre@'€ Lena = {(fg)"a}, the exit strings ofx are Lo,ex =
requisite of hierarchical control. In contrast to the abové(f9)"a(ab+cd+ce)}, the local languagéa,q is La,a =
construction, nonblocking behavior does not come for free. , _ _ _ _

2Note thats"? € LM — L1 = (ph?)=1(sh) N L, (G) = 0.

We Identlfy structural properties which |mpIy nonblOCkmg 3There are weaker conditions for nonblocking hierarchicaitml. This

behavior of the hierarchical control system. restrictive condition is used as it directly extends to deegized systems.
4Controllable events are marked with a tick and dotted linesused

INote thatL, ini syni(gniy C L for high-level events.

s,shi-



Lemma 3.4:Let (G,p", Gh, S Sl°) be a hierarchical
control system with a marked state accepting projected
system(G, p"*, G") w.rt. LP, s.t. L,,,(S"/G") C Lk, C

LM and let S’ be a consistent implementation. Also let
Sen € Lep gni N L(S™/G) for s"* € L,,(5"/G""). Then

Ju € (X — SM)* st seu € Ly, (S°/G).

Finally Theorem 3.2 can be proven.

Proof: Lemma 3.1 provides hierarchical consistency.

Fig. 1. low-level automato© and projected automato@h? For proving nonblocking behavior, it has to be shown that
Vs € L(S"/G), Ju € ¥* s.t.su € L, (5°/G). Because of
hierarchical consistency”’ := phi(s) € L(S"/G"). As
{c, cd, cdp, ce, cery, a, ab, abB} and the locally marked lan- S"* is nonblocking,3t € (X%)* s.t. s"it € L,,(S"/G").
guageLe o, (6.0} 1S La,a, {8,701 = {c, cdB, cey, abB}. There are two cases. First It (s"%) N Lhi(sh) = .

: L o Writing s = sepu With s.,, € L, e andu € (X —
For investigating marked state acceptance, it is readi hi)* and noting thats ¢ L(SlO/Gj we have thatu €
observed that the exit string = aab does not have a p (L “gni(anny). Thus Ja ,e (£ — $hi)* st
marked predecessor string < s with p/i(s') = a. Thus — eenshi \/ens"S58 (M) ) o T
the high-level stringy is not marked state accepting. Local®" € Lm(G) an.d.aISOSu € L(5%/G) forlfll usu
nonblocking w.r.t. L(G") is also not true, as it is not because of Definiton 3.6. Thusu € Ly (5/G). Now

possible to find a local string leading to the occurrence df! Sh}zfshlzim ZM(s™) # 0. Then3t # e st 8™t ¢
the high-level eventy after the stringaad. For checking L"j(S 4G )- E3ecausleo of Lemrrl? %‘2 and Lemma 3.3,
marked state controllability, we assume that the highllevéu, € X stsu’ € L(S/G) andfi (u) = t-h)"’-'-‘;;g-' let
supervisor disables and 3 after the high-level string.. A~ ) € Len.sn- COnsidering thas™¢ L (S™/G z)o and
low-level supervisor disabling andd after (fg)*ac anda 5% € Len.snits U7 € (B -X)" stsu'u” € L (57/G)
after(f¢)*« leads to nonblocking behavior of the controllegP&cause of Lemma 3.4. In both cases, Ly (S'/G). O

low-level plant and at the same time the controlied locafhys the hierarchical control architecture guarantees hi-
language after the entry stringequalsry, ,(La,a.{a})-  erarchical consistency if a consistent implementation of

With the above properties as conditions, the main theoreffi€ low-level supervisor is chosen. If, in addition to that,

of this section establishes nonblocking control for hierath€ structural properties local nonblocking, marked state
chical control systems. acceptance and marked state controllability are fulfiltad,

hierarchical control system is also nonblocking.
Theorem 3.2 (Nonblocking Hierarchical Control)et

(G, phi,Gh Shi o) pe a hierarchical control system
with a marked state accepting, marked state controllable
and locally nonblocking projected systefi, p*, G")

IV. DECENTRALIZED APPROACH

i i . . .., One drawback of the purely hierarchical approach is the
Wkt U’}" Also let 5* be a lrllgh-level SZ,(L)JpeI’VISOF WIth ¢act that the overall low-level model has to be computed
a con5|§tent |mplementat|0|§ X Th_gn &% solves the before performing the abstraction, again leading to a high
hler_archw control pfoblem in Definition 3.3 and the HCScomputational effort. Because of this, the decentralized
is hierarchically consistent. nature of composed systems shall be exploited in the sequel.
The proof is based on the subsequent lemmas. To this end, our method readily extends to decentralized

i i . systems. At first some useful notions are introduced.
Lemma 3.2:Let (G,p™*,G") be a locally nonblocking

projected system w.r.tZ2, and let S* be a nonblock-
ing high-level supervisor s.tL,,(S"'/G") C LP,. Also
let S be a consistent implementation &§"*. Then
(St°/G,pht, Sh /G is a locally nonblocking projected
system w.r.t.L,, (S /Gh?).

A. Decentralized Control System

Definition 4.1 (Decentralized Control Systen#:
decentralized control systenj?_,G; (DCS) consists

of subsystems, modelled by finite state automata
Lemma 3.3:Let (G, p,Gh Shi Sl°) be a hierarchical G;,i = 1,...,n over the respective alphabels;. The
control system with a locally nonblocking projected systenoverall system is defined &s := ||, G; over the alphabet
(G,p",GM) w.rt. LE, s.t. L, (S"/GM) C Lr, C LM ¥ :=J!_, Z,. The controllable and uncontrollable events
and let S’ be a consistent implementation. Assumes  are Yie =N, and X, ,, = ¥; N X, respectively,
L(S%/@G) for somesh € L(S"/GM). If t € (¥M)* st. where$.U%, = ¥ and ¥, N ¥, = (. For brevity and
shit € L(Sh/Gh) thenJu € ¥* with p"(u) = ¢t and convenience, leL := L(G), L., := L,(G), L; := L(G;),

su € L(SZO/G) n Len,shit- and Li,m = Lm(Gz)



The projected decentralized control system corresponds to L(S"/G"") and a valid low-level supervisof':

the projected control system in the monolithic approach. L¢ — T must fulfill p"*(L(S'/G¢)) C L(S"/G").

Definition 4.2 (Projected Decentralized Control System): e a decentralized implementation ¢f’° consists of

Let | ,G; be a DCS, let" st. |J (%N %) C supervisorsS!® s.t. L(S" /G"")||(||7, L(S°/GS)) =
1,5,4#] L(SZO/GC).

»hioC oy, i=1,...,n°and letph : ©* — (xh)* pe
the natural projection. Aprojected decentralized control

hi
system (||, G;,p", ||, G) (PDCS) is composed of N Inf™ . o
finite state automat&??, i = 1,...,n, such thatL} = S G
L(G:”) = phi(Li) and L:”m = Lm(G;”) = phi(LLm).

The language of the PDCS is denotelf := L(G"*) and
its marked language 8" := L,,(G"") where the overall

m

automaton isG" = ||, G,

As the decentralized subsystems are synchronized via
shared events, the feasible shared behavior of each sub-
system can be different from their independent behavior,
i.e. it is possible thap;(L"") c Lh. The feasible projected
marked sublanguage of a subsystem represents its reachable
marked strings in the synchronized behavior.

L. . . Fig. 2. Control Scheme for HDCS
Definition 4.3 (Feasible Projected Marked Sublanguage):
Let ([, Gi,p", [i2,GYY) be a PDCS and let the construction of the high-level plant is facilitated by
p; » X" — ¥} be the natural projection. Far=1,...,n,  composing the projected subsystems instead of composing
the feasible projected marked sublanguage (FPMIS),  he subsystems before projecting to the high level.
of LV is defined as.! = p;(LM). ,

' ' Lemma 4.1 (High Level Plant)Let

(|, G, p" |7, G") be a projected decentralized
control system. Then the high level closed and marked

The hierarchical and decentralized control system applié%’?_guaghes areL" = phi(ﬂ?:ﬂf) = [l L and
the above hierarchical architecture to decentralizecesyst Lm =P ([[ie1 L5 ) = lim1 Liyy, respectively.

B. Hierarchical and Decentralized Control

Definition 4.4: A Hierarchical and The mutual controllability condition [8] guarantees thag t
Decentralized Control System (HDCS) projections of a high-level supervisor to the subsystems is
(1" Gi, S, |7, G, i, ||, G, Ghi | Glo) consists controllable with respect to the respective subsystem.

of the following entities: Lemma 4.2 (Mutual Controllability).Let

n n c hi ||n hi hi Qlo
o A detailed plant model is a decentralized controf lli=1Gi: Si, [7=1 G, ™, |7, G7*, 5™, 5') be a HDCS. |f
system||”_,G; as in Definition 4.1 L} and L"" are mutually controllable fof, j = 1,...,n,
i=14i L.

%

ie.
e Nonblocking low-level controllers are denoted i i i1 hi Iy
S;: L; — TI';, wherel; are the respective control L7y N2 nsy) npy ()~ HL) < Ly,

pgtterns. Low—IeveI,cIosed—I,oop Iangques are dgnotqﬂen 3shi . (shiy T st L(Sh/GM) =
L§ = L(Si/Gh), Ly 1= L§ N Lon, L o= Py L, ) hiianiy tor'all i = 1, m s

Lg, = || LS, = L°N Ly, Also let G° be a ™" R

generator such that® = L(G°), LS, = L,,(G°). With the mutual controllability condition in addition to
the conditions needed in Theorem 3.2, the main theorem
of this paper states nonblocking decentralized control for
projectionp™’ : £* — (2"")*, where |J (3;n%;) € hierarchical and decentralized control systems.

e (G°,p", GM) is a projected system with the natural
n

0,17
¥ C 3 and the high level marking is chosen®as Theorem 4.1 (Main Result).et
Lhi .= pM(L,). High-level controllable events are (|7, G, S;, ||l_, GS, p", |1, Gh?, S™, §'°) be a
defined ast := ¥, N XM and ©hi = ¥, N X, HDCS and fori = 1,...,n let L/ be the feasible

projected marked sublanguage. Assume that the high-
level languages L are mutually controllable and
all projected systems(G¢,p", GM), i = 1,...,n
5This means thak"¢ contains all shared events. are marked state accepting, marked state controllable
6By constructionL?? is regular. and locally nonblocking w.r.t. L Let SM be

i,m*

e The high-level supervisor is denot&d?: Lh — ['hi
with  the high-level  closed-loop language



supervisors  s.t. L(SF/Gh)y = p,(L(S"/G")) we defineu; := ¢ and we note thaBu; € (X — $)*
and define Sf" as consistent implementationss.t. s;u;u; € Lm(Sﬁ"/Gf) by definition of Z,. Then
of Sk, Then, the low-level supervisorS st. Vu € || ;su;u;, it holds thatsu € |7 ;L,,(S/GS)
L(S/G°) = L(S"M/GM)||(|lm L(S/GE)) is  and pMi(su) = s"t € L, (S"/G"') and thussu €
nonblocking and the HDCS is hierarchically consistent. L, (5" /G")||(||7_, L (5! /G¢)) = L,,(5'°/G*). Hence

Proof: For proving hierarchical consistency, we firstSELm(Slo/Gc)' =

note that the language,(L(S"/G")) is controllable Hence, the proposed hierarchichal and decentralizedaiontr
wrt. L for all i = 1,...,n because of Lemma architecture readily extends the hierarchical architectu
4.2 and conclude that the hierarchical control systemmesented in Section Il and nonblocking and hierarchycall
(G, pht, G Sle, Shi) are hierarchically consistent as aconsistent behavior of the control system is guaranteed.
consistent implementatio!° of S is chosen. Also it

holds thatp”? (||, L(Sl°/G¢)) = ||™,p" (L(S!°/G¢)) = V. CONCLUSIONS

", L(Sh/Gh)  because of Lemma 4.1 as

(J|p_, Sk /G, phi, St /G is a projected decentralized N this contribution, a hierarchical control architectuvas
control system. Considering the definition &, we introduced and applied to decentralized discrete event sys

arrive at p"i(||"_ L(S/GS)) = |7 p:(L(SM/Ghi)). tems. It has been shown that the architecture automatically
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