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Controller Aggregation for Distributed Discrete-Event

Supervisors on a Shared-medium Network

Klaus Schmidt

Abstract

In our previous work, acommunication protocolfor the reliable communication of discrete event su-

pervisors that are implemented on physically distinct controller devices on a shared-medium network was

developed. Here, the required data exchange is captured bycommunication modelsthat are algorithmically

computed from an underlying hierarchical and decentralized supervisor synthesis. These communication

models are particularly efficient if all synthesized supervisors are implemented on distinct controller

devices. In this paper, the general case is considered, where multiple supervisors can beaggregatedon

each controller device. To this end, the algorithmic communication model computation is adapted in

order to remove communication among supervisors on the samecontroller device. The benefit of the

controller aggregation is illustrated by a manufacturing system case study. Note that this paper is an

extended version of [7].

I. INTRODUCTION

Several approaches enable the efficient supervisor synthesis for large-scale manufacturing systems

modeled as discrete event systems (DES) [2], [6], [4], [3], [8]. As a common feature, they result in

a set ofmodular or decentralizedsupervisors that interact bysynchronizingthe occurrence ofshared

events. These methodsensure the reliable operation of the DES plant, andare particularly beneficial if

the supervisors can be implemented on a singlecentralizedcontroller device such that the shared event

synchronization can be handled internally, e.g., via shared memory.

However, in practical applications (e.g., on a factory floor), the supervisors are implemented on various

controller devices in distinct physical locations that areconnected by a communication medium. Hence,

the synchronization of shared events has to be performed by exchanging information about the shared

event occurrences among the supervisorswhile it has to be guaranteed that the reliable system operation
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is not affected. An initial communication modelof the required information exchange for the approach

in [8] was developed in [10], where afully distributed implementationis assumed, i.e., each supervisor

is implemented on a separate controller device.

In this work, we propose a communication model for the general case, where multiple supervisors can

be executed on each controller device. This scenario for example addresses the implementation of multiple

supervisors for a system component in an industrial application on a single controller device (e.g., Pro-

grammable Logic Controller). Then, communication is only required among supervisors that are located

on different controller devices, while shared event occurrences can be synchronized internally among

supervisors that areaggregatedon the same controller device. Hence, smaller communication models

can be computed compared to the fully distributed case. Thisresult is illustrated by a manufacturing

system case study that is performed for different supervisor aggregations.

The organization of the paper is as follows. Section II provides a brief overview of hierarchical and

decentralized control for DES, and Section III establishesthe communication model computation for

the fully distributed case. The communication model construction for the general setup with multiple

supervisors on each controller device is developed in Section IV and applied to a manufacturing system

example in Section V. Conclusions are given in Section VI.

II. H IERARCHICAL AND DECENTRALIZED CONTROL

A. Architecture

This work is based on the hierarchical and decentralized control approach for DES in [8], which

is suitable for large-scale DES that are composed of severalcomponents. The hierarchical supervisor

construction results in a setR = {R1, . . . , Rn} of n supervisors that exhibit a hierarchical relationship

as depicted in the example in Fig. 1 (a), where each supervisor is represented by a finite automaton

Rk = (Xk,Σk, δk, x0,k,Xm,k) with the set of statesXk, the alphabetΣk, the transition functionδk : Xk×

Σk → Xk, the initial statex0,k and the set of marked statesXm,k following the notation in [1]. W.l.o.g.Rn

denotes the highest-level supervisor. In this approach, interaction among the supervisors is represented

by shared eventsin the setΣ∩ :=
⋃n

k=1

⋃n
j=1,j 6=k(Σk ∩ Σj) that have to occur synchronously in all

supervisors where they appear. Hence, the overall closed-loop behavior is characterized by an automaton

R = (X,Σ, δ, x0,Xm) that is computed by evaluating theparallel compositionof all supervisors.

R := ||nk=1Rk. (1)
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Note thatnonblocking controlis ensured, i.e.,L(R) = Lm(R), whereL(R) andLm(R) denote the closed

and marked language ofR, respectively. In addition, (1) need not be evaluated explicitly in a practical

implementation which avoids thestate space explosionencountered by monolithic implementations.

The hierarchical relationship is formally described by a directed treeTR = (R, Rn, cR, pR) (see e.g.,

[5]). In this paper,R denotes the set ofvertices, Rn is theroot vertexandcR : R → 2R andpR : R → R

are thechildren mapand theparent mapsuch thatcR(Rk) is theset of childrenandpR(Rk) is the parent

of Rk ∈ R, respectively. Note that the unique highest-level supervisor Rn does not have a parent, and

any vertex without children is called aleaf. Furthermore, we define thedescendant mapdR : R → 2R

and theancestor mapaR : R → 2R, wheredR(Rk) is the set of descendants andaR(Rk) is the set of

ancestors ofRk in R.

Example 1:A hierarchy with 3 levels andn = 6 supervisors is depicted in Fig. 1 (a). The lowest-level

supervisorsR1, R2, R3 andR4 constitute leafs of the treeTR, while the root is given byR6. All events

in the setΣ∩ = {α, β, γ, δ, ϕ} are synchronized whenR = ||6k=1Rk is computed. In this hierarchy, it

holds that for example the set of children ofR5 is cR(R5) = {R1, R2, R3} and the parent ofR5 is

pR(R5) = R6.

B. Properties

In addition to the hierarchical structure, the approach in [8] features further properties that are relevant

in the course of this paper. We denoteΣ̂k := Σk ∩ Σ∩ as the set of events ofRk that are shared with

other components, and introduce the natural projectionpk : Σ∗
k → Σ̂∗

k. Then, the abstraction̂Rk =

(X̂k, Σ̂k, δ̂k, x̂0,k, X̂m,k) is defined for each supervisorRk by

L(R̂k) := pk(L(Rk)) andLm(R̂k) := pk(Lm(Rk)) (2)

Furthermore, the dependency ofRk on its children supervisors is described as

• Σk =
⋃

l,Rl∈cR(Rk) Σ̂l

• L(Rk) ⊆ ‖l,Rl∈cR(Rk)L(R̂l)

III. C OMMUNICATION MODELS FORSEPARATE CONTROLLER DEVICES

In this section, we present results derived in our earlier work in [10].

A. Problem Setup

We assume that all supervisors inR are implemented on distinct distributed controller devices that can

communicate via ashared medium network, where only one controller device can access the medium
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Fig. 1. (a) Supervisor hierarchy; (b) Shared-medium network.

at a time. Such scenario arises for example on a factory floor with communicating programmable logic

controllers (PLCs). Fig. 1 (b) illustrates such implementation for the example in Fig. 1 (a).

In order to synchronize the shared events inΣ∩ in such a fully distributed implementation, communi-

cation among the supervisors is required. We now present theformal model of this communication on a

shared-medium network as developed in [10]. It makes use of the hierarchical relationship between the

supervisors so as to reduce the communication of each supervisor Rk ∈ R to information exchange with

its childrenRl ∈ cR(Rk) about the shared events in̂Σl and with the parentRj = pR(Rk) about the

shared events in̂Σk. The basic communication strategy is outlined in Example 2.

Example 2:Assume that each of the supervisors in Fig. 1 (a) is in its initial state. We first propagate

information about the occurrence of shared events from the high-level supervisors to the low-level

supervisors. Sinceα is the first feasible event in the root supervisorR6, it asks the question “isα

possible?” to the childrenR4 and R5, which is expressed by acommunication event?αR6
. Then,R4

can directly answer “α is possible!” (!αR4
), while R5 first has to executeϕ. Hence,R5 collects the
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answers!ϕR1
and !ϕR2

to the question?ϕR5
before it commands the execution ofϕ to the participating

supervisorsR1 andR2. Note thatR1 can only answer!ϕR1
after the local stringkl occurred. Then,R5

continues asking?αR5
to R1 and R3 and forwards their answers!αR1

and !αR3
to the R6 by sending

!αR5
. After receiving all answers forα, R6 can give the commandα such that all participating supervisors

executeα. The subsequent communication for the eventsγ andβ is again initiated byR6 and follows

the same strategy.

B. Formal Description

In this section, we summarize the formal CM computation according to the strategy in Section III-A as

developed in our previous work [10].1 For notational convenience, we introduce the mapcσ
R : R → 2R

that restrictscR to supervisors that contain the eventσ, i.e.,cσ
R(Rk) := {Rl ∈ cR(Rk)|σ ∈ Σl}. Similarly,

we use the mapsaσ
R : R → 2R anddσ

R : R → 2R.

The alphabet of each supervisorRk is divided into4 subsets s.t.Σk = Σk,L∪̇Σk,I∪̇Σk,H∪̇Σk,N. The

subsets characterize events that are communicated with only the parent (Σk,L), only with children (Σk,H),

with the parent and with children (Σk,I) or not at all (Σk,N):

Σk,L := {σ ∈ Σ̂k|c
σ
R(Rk) = ∅} (3)

Σk,I := {σ ∈ Σ̂k|c
σ
R(Rk) 6= ∅} (4)

Σk,H := {σ ∈ Σk − Σ̂k|c
σ
R(Rk) 6= ∅} (5)

Σk,N := {σ ∈ Σk − Σ̂k|c
σ
R(Rk) = ∅} (6)

Example 3:For R3: Σ3,L = {α, β, δ}, Σ3,N = {g} andΣ3,I = Σ3,H = ∅. For R5, Σ5,I = {α, β, δ},

Σ5,H = {ϕ} andΣ5,L = Σ5,N = ∅. For R6, Σ6,H = {α, β, γ, δ}, Σ6,I = Σ6,L = Σ6,N = ∅.

Based on the event classification in (3) - (6), we now construct components of the CM for each

supervisorRk ∈ R and each eventσ ∈ (Σk − Σk,N). In this context, a CM component represents the

communication ofRk for the eventσ with a neighboring supervisor.

1) Events inΣk,L:: Eventsσ ∈ Σk,L are communicated with the parent componentRj = pR(Rk),

which requires the reception of?σRj
from Rj and the answer!σRk

from Rk beforeσ is actually feasible.

We define the CM componentLσ
j,k to capture this behavior. It is computed from̂Rk by inserting two

statesx̃ and x̄ for each statex where δ̂k(x, σ) exists. These additional states are then connected such

that the string?σRj
!σRk

must occur beforeσ is feasible, while the transition structure ofR̂k for events

1Note that we use a slightly different representation from [10] in order to support the discussion in Section IV.
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different fromσ remains unchanged. Algorithm 1 performs this computation with the input parameters

R̂i = R̂k and∆ = Σ̂σ
k ∪ {?σRj

, !σRk
}. As an example,Lα

5,1 andLα
5,3 are depicted in Fig. 2.

Furthermore, it has to be ensured that the answer!σRk
for σ ∈ Σk,L is only given by the CM whenσ

is feasible in the original supervisorRk. To this end, the automatonLσ
k
′ is computed fromRk by adding

a selfloop with!σRk
in each state whereδk(x, σ) exists as illustrated byLα

1
′ in Fig. 2.

Together, the automatonLσ
k = Lσ

j,k||L
σ
k
′ characterizes the communication ofRk for the eventσ ∈ Σk,L.

2) Events inΣk,I:: On the one hand, eventsσ ∈ Σk,I are communicated with the parent supervisor

Rj = pR(Rk) using?σRj
and !σRk

. On the other hand, such events are communicated with all children

Rl ∈ cσ
R(Rk) which requires the question?σRk

and the respective answer!σRl
. We characterize the

communication withRj by the automatonIUσ
j,k that results from Algorithm 1 with the input parameters

R̂i = R̂k and∆ = Σ̂σ
k ∪{?σRj

, ?σRk
, !σRk

}. Note that the question?σRk
to Rl ∈ cσ

R(Rk) has to be asked

between the occurrence of?σRj
and !σRk

according to the communication strategy in Section III-A. In

addition, the communication withRl ∈ cσ
R(Rk) is captured by the automatonIDσ

k,l that results from

Algorithm 1 with the input parameterŝRi = R̂l and∆ = Σ̂σ
k ∪ {?σRk

, !σRl
, !σRk

}. Here,R̂l is adapted

such that the string?σRk
!σRl

happens before the answer!σRk
can be given to the parentRj . Fig. 2

shows the automataIUα
6,5, IDα

5,3 andIDα
5,1.

The communication ofRk for σ ∈ Σk,I is hence represented by the automatonIσ
k = IUσ

j,k||(||l,Rl∈cσ
R

(Rk)IDσ
k,l),

whereRj = pR(Rk) is the parent ofRk.

3) Events inΣk,H:: Eventsσ ∈ Σk,H are communicated with all childrenRl ∈ cσ
R(Rk). The CM

componentHσ
k,l is constructed for eacĥRl. It has the same structure asLσ

j,k in (i), since the same types

of events?σRk
and !σRl

in the same sequential order are involved. The input parameters for Algorithm

1 areR̂i = R̂l and∆ = Σ̂l ∪ {?σRk
, !σRl

}. Hα
6,5 in Fig. 2 is an example for this computation.

The overall communication for the eventσ ∈ Σk,H is then modeled by the automatonHσ
k = ||l,Rl∈cσ

R
(Rk)H

σ
k,l.

4) Communication Model CMk:: The CM CMk =

(Qk,Jk, νk, q0,k, Qm,k) for each supervisorRk is composed of the CM components as constructed above,

where the composition withRk introduces the supervisor action ofRk in the model.

CMk = (||σ∈Σk,L
Lσ

k)||(||σ∈Σk,I
Iσ
k )||(||σ∈Σk,H

Hσ
k )||Rk. (7)

Example 4: It holds thatCM2 = L
ϕ
2 ||L

β
2 ||L

δ
2||R2 = (Lϕ

5,2||L
ϕ
2
′
)||(Lβ

5,2||L
β
2

′
)||(Lδ

5,2||L
δ
2
′
)||R2, CM5 =

Iα
5 ||I

β
5 ||I

δ
5 ||H

ϕ
5 ||R5 andCM6 = Hα

6 ||H
β
6 ||H

γ
6 ||H

δ
6 ||R6, with the respective alphabets in Example 3.

Algorithm 1 (Computation of CM components):The algorithm returns an automatonG = (Q,∆, ν, q0, Qm)

that represents the CM componentHσ
j,k, IUσ

j,k or IDσ
k,l depending on the input alphabet∆.
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1 Given: R̂i, σ, ∆.

2 Initialize: Q = X̂i; q0 = x̂0,k; Qm = X̂m,k

%% Introduce states needed for communication

3 for each x ∈ X̂i s.t. δ̂i(x, σ)!

4 Q = Q ∪ {x̃, x̄}

5 ν(x̄, σ) = δ̂i(x, σ)

6 if {?σRj
, !σRk

} ⊆ ∆ and?σRk
6∈ ∆ %% Lσ

j,k

7 ν(x, ?σRj
) = x̃; ν(x̃, !σRk

) = x̄

8 if {?σRj
, ?σRk

, !σRk
} ⊆ ∆ %% IUσ

j,k

9 ν(x, ?σRj
) = x̃; ν(x̃, ?σRk

) = x̃; ν(x̃, !σRk
) = x̄

10 if {?σRk
, !σRl

, !σRk
} ⊆ ∆ %% IDσ

k,l

11 ν(x, ?σRk
) = x̃; ν(x̃, !σRl

) = x̄; ν(x̄, !σRk
) = x̄

12 if {?σRk
, !σRl

} ⊆ ∆ and?σRk
6∈ ∆ %% Hσ

j,k

13 ν(x, ?σRk
) = x̃; ν(x̃, !σRl

) = x̄

%% Add transition structure of original automaton̂Ri

14 for each x ∈ X̂i

15 for each τ ∈ Σ̂i(x) − {σ}

16 ν(x, τ) = δ̂i(x, τ) =: x′

17 if σ ∈ Σ̂i(x) ∧ σ ∈ Σ̂i(δ̂i(x, τ))

18 ν(x̃, τ) = x̃′; ν(x̄, τ) = x̄′

19 else if σ ∈ Σ̂i(x) ∧ σ 6∈ Σ̂i(δ̂i(x, τ))

20 ν(x̃, τ) = x′; ν(x̄, τ) = x′

21 return G

C. Properties of the Communication Model

We analyze the automatonCM := ||nk=1CMk over the alphabetJ :=
⋃n

k=1 Jk that characterizes all

possible communication sequences. The following result has been stated in our previous work [10].

Theorem 1 (Communication Equivalence):Let TR = (R, Rn, cR, pR) be a hierarchical

tree of distributed supervisors according to Section II-A,let CM1, . . . , CMn be the corresponding

communication models in (7) and define the natural projection θ : J ∗ → Σ∗. Then

||nk=1Lm(CMk) = ||nk=1L(CMk)
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Fig. 2. Communication model components.

θ(||nk=1L(CMk)) = ||nk=1L(Rk)

That is, the overall communication behavior modeled byCM is nonblocking and enables the same

sequences of events as the original architecture of hierarchical supervisors. Note that communication

events (questions or answers) are shared between neighboring CMs if and only if they correspond to

neighboring supervisors in the supervisor hierarchy. Hence, our CM supports communication according

to the strategy described in Section III-A.

IV. CONTROLLER AGGREGATION

The communication models presented in the previous sectionhave been derived with the assumption

that all supervisors are implemented on controller devicesin distinct physical locations. However, in a

practical implementation, it is potentially the case that multiple supervisors are assigned to the same

controller device.
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A. Grouping of Controller Components

Formally, we introduce aset of groupsG such that each groupG ∈ G represents the supervisors

assigned to a unique controller device. Each supervisor is associated to a group inG by the group

assignment mapg : R → G, i.e., g(Rk) denotes the group of the supervisorRk ∈ R.

Example 5:Fig. 3 shows two possible grouping scenarios, where gray boxes indicate supervisors that

occupy the same group. For example, in Fig. 3 (a),G = {G1, G2, G3} andg(R2) = g(R3) = g(R5) = G3.

It can be observed from the example in Fig. 3 (a), that controllers that reside in the same group (i.e.,

on the same controller device) can perform the synchronization of shared events internally. Conversely,

the synchronization of shared events among different groups still relies on communication as illustrated

by the network scenario in Fig. 3 (c). Furthermore, it has to be noted that arbitrary aggregations of

controllers are not desirable. Fig. 3 (b) depicts two situations that have to be avoided.

(i) On the one hand,R6 can internally synchronize withR1 as both supervisors belong to the same

groupG1, while on the other hand,R6 communicates withR1 via the intermediate supervisorR5

that resides in a different group. Hence, we require in Definition 1 (i) that all supervisors on the

path between two supervisorsRi ∈ R to Rj ∈ R in the same branch ofTR must be in the same

group if Ri andRj belong to the same group.

(ii) The groupG3 has two different parent groupsG1 andG2. Similar to (i), this implies that there are

different communication paths fromG1 to G3 (direct and viaG2). Consequently, we require that

each group must have a unique parent group in Definition 1 (ii).

R1R1 R2R2 R3R3 R4R4

R5R5

R6R6

G1G1

G1G1

G2G2

G2

G2

G3G3

G3

G3

G4

G4

(a) (b)

(c) (d)

Fig. 3. (a) and (b): Grouping of supervisor components; (c) and (d): Communication relationship.
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Definition 1 (Compatibility):Let TR be a directed tree of supervisors, letG be a set of groups, and

let g : R → G be a group assignment map.g is said to becompatible toTR if the following holds.

(i) Ri, Rj ∈ R s.t.g(Ri) = g(Rj) andRl ∈ (aR(Ri)∩dR(Rj))∪(dR(Ri)∩aR(Rj)) ⇒ g(Rl) = g(Ri).

(ii) Ri, Rj ∈ R s.t.g(Ri) = g(Rj), while g(pR(Ri)) 6= g(Ri) andg(pR(Rj)) 6= g(Rj) ⇒ g(pR(Ri)) =

g(pR(Rj)).

It it readily verified that compatibility of a group assignment mapg : R → G as introduced in Definition

1 ensures that the groups inG again constitute a tree structure. We denote this tree byTG = (G, G, cG , pG)

with the associated rootG = g(Rn), children mapcG : G → 2G and parent mappG : G → G. Again,

cσ
G : G → 2G denotes the restriction ofcσ

G to groups that contain the eventσ. In the sequel, our goal is

to adopt the communication strategy described in Section III-A for the grouped case.

In this context, the basic idea is to associate questions andanswers to groups instead of supervisors.

As a consequence, we require that all supervisors in a group agree on the questions and answers of each

group. Example 6 substantiates this idea.

Example 6:We consider the situation in Fig. 3 (a) with the supervisor hierarchy in Fig. 1 (a). Initially,

the groupG1 would ask a question?αG1
to G3. Then,G3 would first inquire about the eventϕ (?ϕG3

to

G2). After the answer!ϕG2
from G2, the commandϕ is given byG3 if ϕ is feasible in bothR5 andR2.

Note that no communication betweenR5 andR2 is necessary as they share the same group. Next,G3

asks the question?αG3
to the groupG2. After receiving the answer!αG2

, G3 can locally decide about

the answer!αG3
to G1 if α is feasible inR3, R5. The execution ofα is then locally decided byG1 if

the answer!αG3
is received and alsoα is feasible inR4.

B. Simple Aggregation Method

The goal of this section is the computation of CMs for groupedsupervisors. Formally, we denote the

CM of each groupGg ∈ G asCGg over the alphabetKg.

The straightforward approach to realize the communicationin the case of grouping is to first compute

the communication modelCMk as described in Section III-B for eachRk ∈ R. Then, the CMs of

supervisors that belong to the same group can be executed in parallel on the same controller device,

while the result in Theorem 1 remains valid. That is, for eachGg ∈ G, we arrive at

CGg = ||k,g(Rk)=Gg
CMk. (8)

Although the automatonCGg in (8) need not be evaluated explicitly in a practical implementation, it

holds that the component CMs ofCGg contain redundant information that can lead to unnecessarily
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large CMs. In particular, the component CMs in the same groupstill introduce questions and answers for

the synchronization of shared events among each other although such synchronization could be handled

internally. As a result, the number of CM states for the simple aggregation is equal to the number of

CM states of a fully distributed implementation.

Example 7:We considerR3 andR5 with g(R3) = g(R5) = G3 in Fig. 3 (a). If CM3 andCM5 are

computed according to (8),CM3 contains the question?αR5
and the answer!αR3

(seeLα
5,3 in Fig. 2)

andCM5 contains the answer!αR3
(IDα

5,3). Hence, the communication for the eventα is included in

the CMs although the related supervisorsR3 andR5 belong to the same group.

C. Aggregated Communication Models

Addressing the issues raised in the previous section, we nowdevelop an aggregation method that avoids

unnecessary communication among supervisors in the same group while retaining the communication

strategy described in Section III-A and IV-A.

To this end, we redefine the divisionΣk = Σk,L∪̇Σk,I ∪̇Σk,H∪̇Σk,N as introduced in Section III-B

based on the position of the related supervisorRk in the treeTG . Here, we assume thatg(Rk) = Gg.

Σk,L := {σ ∈ Σ̂k|∃Rj ∈ aσ
R(Rk) s.t. g(Rj) 6= Gg

∧ ∄Rl ∈ dσ
R(Rk) s.t. g(Rl) 6= Gg} (9)

Σk,I := {σ ∈ Σ̂k|∃Rj ∈ aσ
R(Rk) s.t. g(Rj) 6= Gg

∧ ∃Rl ∈ dσ
R(Rk) s.t. g(Rl) 6= Gg} (10)

Σk,H := {σ ∈ Σk|∄Rj ∈ aσ
R(Rk) s.t. g(Rj) 6= Gg

∧ ∃Rl ∈ dσ
R(Rk) s.t. g(Rl) 6= Gg} (11)

Σk,N := {σ ∈ Σk|∄Rj ∈ aσ
R(Rk) s.t. g(Rj) 6= Gg

∧ ∄Rl ∈ dσ
R(Rk) s.t. g(Rl) 6= Gg} (12)

That is,Σk,L contains the events that are communicated with a parent group, Σk,H represents the events

that are only synchronized with children groups andΣk,I consists of events that are shared with parent

and children groups. The events inΣk,N are not communicated at all.

Remark 1:Note that the situation in Section III-B corresponds to the special case of the above

definition, where all supervisors belong to different groups.

Example 8:Referring to the aggregation in Fig. 3 (a), it holds thatΣ3,L = {α, β, δ}, Σ3,N = {g},

Σ3,H = Σ3,I = ∅ andΣ5,L = {β, δ}, Σ5,I = {α}, Σ5,H = {ϕ}, Σ5,N = ∅. Furthermore,Σ6,H = {α, β, δ},
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Fig. 4. (a) Low-level group; (b) Intermediate-level group;(c) High-level group.

Σ6,N = {γ}, Σ6,L = Σ6,I = ∅. It is interesting to note that no communication is requiredfor the shared

eventsβ, δ within G3 and for the shared eventγ in G1.

In principle, we propose to determine the CM for each group according to (8) with an adapted compu-

tation for each component CM. In the following sections, we discuss how this CM has to be constructed

for events inΣk,L (Section IV-D), Σk,I (Section IV-E) andΣk,H (Section IV-F). The algorithmic CM

computation is then summarized in Algorithm 2. In all cases,we consider a supervisorRk in the group

Gg = g(Rk) and the eventσ in the respective alphabetΣk,L, Σk,I or Σk,H. In addition, we denote

Rj = pR(Rk) andGf = pG(Gg) as the parent supervisor ofRk and the parent group ofGg, respectively,

if they exist.

D. Communication Model forΣk,L

We want to compute the CM componentLσ
j,k, where three different positions ofRk in Gg have to be

taken into account as depicted in Fig. 4 (a).

L1 Rj belongs toGf , i.e., g(Rj) = Gf (see the light gray box in Fig. 4 (a)). Then,Rk receives the

question?σGf
from and provides the answer!σGg

to the parent supervisor that is located in the

different groupGf analogous to Section III-B. Hence,Lσ
j,k is computed by Algorithm 2 with the

input parameterŝRi = R̂k, ∆ = Σ̂k ∪ {?σGf
, !σGg

}.

L2 Rj belongs toGg, i.e., g(Rj) = Gg andcR(Rk) = ∅ s.t. Rk is a leaf supervisor (see the dark gray

box in Fig. 4 (a)). Then,Rk does not receive?σGf
but has to give the answer!σGg

since!σGg
is only

provided byGg if all supervisors inGg agree thatσ is feasible. Thus,̂Ri = R̂k, ∆ = Σ̂k ∪ {!σGg
}
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for the computation ofLσ
j,k.

L3 Rj belongs toGg andcR(Rk) 6= ∅ (see the black box in Fig. 4 (a)). Then neither?σGf
is received

nor the answer!σGg
needs to be given, since there must be a descendant indσ

R(Rk) that already

gives the answer according to L2.2 Consequently,Lσ
j,k = R̂k.

Example 9:Fig. 5 shows the componentLα
5,1 for R1 andα (type L1) andLα

5,3 for R3 andα (type

L2).

E. Communication Model forΣk,I

The CM componentIUσ
j,k is computed. In I1 and I2, we address the case, where there exists an

Rl ∈ cσ
R(Rk) that lies in a different group thanRk, i.e., Gh := g(Rl) 6= Gg.

IU1 It is further assumed thatGf = g(Rj) 6= Gg (see the white box withσ in Gg in Fig. 4 (b)). This

situation is analogous to the situation without grouping inSection III-B. Hence,IUσ
j,k includes the

question?σGf
from Rj, the question?σGg

to Rl and the answer!σGg
to Rj. This is captured by

R̂i = R̂k and∆ = Σ̂k ∪ {?σGf
, ?σGg

, !σGg
} in Algorithm 2.

IU2 Now, g(Rj) = Gg (see the light gray boxes in Fig 4 (b)). Then,Rk does not receive a question

from its parent, while it has to agree on asking the question?σGg
to the groupGh and answering

!σGg
to the parent groupGf .3 Thus,R̂i = R̂k and∆ = Σ̂k ∪ {?σGg

, !σGg
} for computingIUσ

j,k.

Next, we assume that allRl ∈ cσ
R(Rk) are in the same group withRk, i.e., g(Rl) = Gg. There are

again two cases for the computation ofIUσ
j,k.

IU3 If Gf = g(Rj) 6= Gg (see the dark gray box in Fig. 4 (b)), thenRk receives the question?σGf

from Rj and asks the question?σGg
. However, the answer!σGg

does not have to be given byRk

as there is at least one descendant indσ
R(Rk) that already gives this answer. It holds thatR̂i = R̂k

and∆ = Σ̂k ∪ {?σGf
, ?σGg

}.

IU4 If g(Rj) = Gg (see the black box in Fig. 4 (b)), thenRk neither receives?σGf
nor participates in

!σGg
. Only the question?σGg

has to be asked. Hence,R̂i = R̂k and∆ = Σ̂k ∪ {?σGg
}.

The computation ofIDσ
k,l for Rl ∈ cσ

R(Rk) involves two cases.

ID1 If g(Rl) 6= Gg, the automatonIDσ
k,l is computed fromR̂l analogous to the case without aggregation

in Section III-B such that the question?σGg
and the answer!σGh

have to be exchanged before the

answer!σGg
can be given to the parent group. Hence,R̂i = R̂l and∆ = Σ̂l ∪ {?σGg

, !σGh
, !σGg

}.

2It can be shown that the feasibility ofσ in a descendant indσ

R(Rk) implies the feasibility ofσ in Rk.

3?σGg has to be agreed on by all supervisors in the group since thereis no implication from the feasibility ofσ in an ancestor

in aσ

R(Rk) on the feasibility ofσ in Rk.
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ID2 If g(Rl) = Gg, there is no direct communication with a child ofRk outside the groupGg. Hence,

we setIDσ
k,l = R̂l.

Example 10:Fig. 5 shows the CM componentsIUα
6,5 (type IU1), IDα

5,1 (ID1) and IDα
5,3 (ID2) for

R5 andα.

F. Communication Model forΣk,H

The computation of the CM componentHσ
k,l for a child supervisorRl ∈ cσ

R(Rk) involves two different

cases as shown in Fig. 4 (c).

H1 We assume thatGh := g(Rl) 6= Gg (see the light gray box in Fig. 4 (c)). Then,Hσ
k,l is computed

as in Section III-B withR̂i = R̂l and∆ = Σ̂l ∪ {?σGg
, !σGH

}.

H2 If g(Rl) = Gg (see the dark gray box in Fig. 4 (c)), then no answer is received by Rk. Hence,!σGh

is removed from∆ compared to H1 for the computation ofHσ
k,l.

Example 11:The type H1 is illustrated in Fig. 5 byHα
6,5 for R6 andα.

Algorithm 2 (Computation of Aggregated CMs):We compute an automatonG = (Q,∆, ν, q0, Qm)

that representsLσ
j,k, IUσ

j,k or Hσ
k,l depending on the input alphabet∆.

1 Given: R̂i, σ, ∆.

2 Initialize: Q = X̂i; q0 = x̂0,k; Qm = X̂m,k

%% Introduce states needed for communication

3 for each x ∈ X̂i s.t. δ̂i(x, σ)!

4 if !σGg
∈ ∆ and?σGg

6∈ ∆

5 Q = Q ∪ {x̄}; ν(x̄, σ) = δ̂i(x, σ)

6 if ?σGf
∈ ∆ %% Case L1

7 Q = Q ∪ {x̃}

8 ν(x, ?σGf
) = x̃; ν(x̃, !σGg

) = x̄

9 else %% Case L2

10 ν(x, !σGg
) = x̄

11 else if {?σGg
, !σGg

} ⊆ ∆

12 Q = Q ∪ {x̄}; ν(x̄, σ) = δ̂i(x, σ)

13 if ?σGf
∈ ∆ %% Case I1

14 Q = Q ∪ {x̃}; ν(x, ?σGf
) = x̃

15 ν(x̃, ?σGg
) = x̃; ν(x̃, !σGg

) = x̄

16 else %% Case I2
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17 ν(x, ?σGg
) = x; ν(x, !σGg

) = x̄

18 else if ?σGg
∈ ∆ and !σGg

6∈ ∆

19 if ?σGf
∈ ∆ %% Case I3

20 Q = Q ∪ {x̃}; ν(x̃, σ) = δ̂i(x, σ)

21 ν(x, ?σGf
) = x̃; ν(x̃, ?σGg

) = x̃;

22 else %% Case I4

23 ν(x, ?σGg
) = x; ν(x, σ) = δ̂i(x, σ)

24 else if ?σGg
∈ ∆ and !σGg

6∈ ∆

25 Q = Q ∪ {x̄}; ν(x̄, σ) = δ̂i(x, σ)

26 if !σGh
∈ ∆ %% Case H1

27 Q = Q ∪ {x̃}

28 ν(x, ?σGg
) = x̃; ν(x̃, !σGh

) = x̄

29 else %% Case H2

30 ν(x, ?σGg
) = x̄

%% Add transition structure of original automaton̂Ri

31 for each x ∈ X̂i

32 for each τ ∈ Σ̂i(x) − {σ}

33 ν(x, τ) = δ̂i(x, τ) =: x′

34 if σ ∈ Σ̂i(x) ∧ σ ∈ Σ̂i(δ̂i(x, τ))

35 if x̃ ∈ Q

36 ν(x̃, τ) = x̃′

37 if x̄ ∈ Q

38 ν(x̄, τ) = x̄′

39 else if σ ∈ Σ̂i(x) ∧ σ 6∈ Σ̂i(δ̂i(x, τ))

40 if x̃ ∈ Q

41 ν(x̃, τ) = x′

42 if x̄ ∈ Q

43 ν(x̄, τ) = x′

44 return G
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Fig. 5. Grouped communication model components.

G. Communication Model for Groups

Using the CM components in Section IV-D to IV-F, the CMCMk for each supervisorRk ∈ R is then

again computed using (7). The evaluation ofCGg for each groupGg can is then performed with (8),

where unnecessary communication among supervisors in the same group has been removed as described

in Section IV-D to IV-F.

The aggregated CMs computed in this section retain the desirable properties introduced in Theorem

1.4

Theorem 2 (Aggregation):Let TR = (R, Rn, cR, pR) be a hierarchical tree of distributed supervisors,

let TG = (G, G, cG , pG) be a tree of groups with the group assignment mapg : R → G, and let

CG1, . . . , CG|G| be the group CMs defined above. Also letθ : K∗ → Σ∗ be the natural projection, where

K =
⋃|G|

g=1 Kg. Then

||
|G|
g=1Lm(CGg) = ||

|G|
i=kL(CGg)

θ(||
|G|
k=1L(CGg)) = ||nk=1L(Rk)

That is, the desired reliable operation of the DES plant which is achieved by the hierarchical supervisor

design is still realized after introducing communication among the supervisors that are grouped on distinct

controller devices.

4The proof of Theorem 1 is not in the scope of this paper.
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V. A PPLICATION EXAMPLE

A. General Setup

The presented ideas are applied to thedistribution system(ds) in Fig. 6. Its purpose is to deliver parts

entering from astack feeder(sf) to a larger manufacturing system via the conveyor beltsc2 and c3.

As further components of ds, there are twopushersp1 and p2 that push parts traveling along the long

conveyor belt c1 to c2 and c3, respectively. In our models, c1is divided into the3 subcomponents c1a

(at p2), c1b (at p1) and con (connection between c1a and c1b).

sf

c2
c3

c1a

p2

conc1b

p1

c1

Part

Fig. 6. Distribution system overview.

The supervisor synthesis for ds has been performed analogous to [8]. Fig. 7 shows the resulting

hierarchy with4 levels and12 supervisors, whose respective state counts are listed in Table I. Together,

the supervisors have a sum of218 states, which represents the size of the supervisor required for a

centralized implementation on a single controller device.

B. Controller Aggregation

For comparison, we first evaluate the CMs of the simple aggregation in Section IV-B, where all CMs

are computed as if their corresponding supervisors were implemented on different controller devices. The

state counts of the CMs are shown in Table I.

We now illustrate the grouping idea by two scenarios. In Fig.8, it is assumed that each of the functional

entities c1, c2, c3, sf, p1 and p2 is controlled by a local controller device, while the components are
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(0)
p1

R
(1)
c1a−p2 R

(1)
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R
(2)
c1

R
(3)
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Fig. 7. Supervisor hierarchy of the distribution system.

SUP CM SUP CM

R
(0)
sf 9 19 R

(0)
c1a 12 61

R
(0)
c2 9 21 R

(0)
con 23 588

R
(0)
c3 9 21 R

(0)
c1b 9 37

R
(0)
p2 10 22 R

(1)
c1a−p2 11 484

R
(0)
p1 10 22 R

(1)
c1b−p1 9 237

R
(2)
c1 47 1359 R

(3)
dist 60 724

TABLE I

NUMBER OF SUPERVISOR(SUP)AND CM STATES FOR DIFFERENT COMPONENTS.

coordinated by the superposed supervisorR
(3)
dist on a separate controller device. The state counts of the

CMs for the corresponding7 groups computed according to Section IV-G are depicted in Table II. It

can be seen that a reduction from3595 to 1120 states is achieved compared to the simple aggregation,

which can be explained by the removal of internal communication in the groupG5.

G1 G2 G3 G4 G5 G6 G7 G8

∑

Fig. 8 527 21 21 19 428 22 82 — 1120

Fig. 9 727 21 21 19 61 22 37 22 930

TABLE II

NUMBER OF STATES FOR THE CONFIGURATIONS INFIG. 8 AND 9.

The second scenario in Fig. 9 considers that local controllers are used for the components c2, c3,
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(0)
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R
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G2 G3 G4
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Fig. 8. Grouping of functional entities.

c1a, c1b, p1, p2 and sf that exchange sensor and actuator information with the plant. All remaining

supervisors are employed for coordination on a separate controller device (groupG1). Again, a reduction

to 930 states due to the avoidance of internal communication inG1 can be seen in Table II. In our study,

it could be determined that it is favorable to group supervisors on different hierarchical levels that share

multiple events.

R
(0)
sf R

(0)
c2 R

(0)
c3 R

(0)
c1a R

(0)
p2 R

(0)
con R

(0)
c1b R

(0)
p1

R
(1)
c1a−p2 R

(1)
c1b−p1

R
(2)
c1

R
(3)
dist

G1

G2 G3 G4 G5 G6 G7 G8

Fig. 9. Grouping with high-level coordination.

VI. CONCLUSION

In this paper, the implementation of hierarchical and decentralized supervisors on distributed controller

devices that are connected by a shared-medium network is investigated. Extending previous work that

addresses a fully distributed implementation, communication models for the general case, where multiple

supervisors can be aggregated on a single controller device, are computed algorithmically. These com-

munication models capture the required information exchange among supervisors in order to synchronize
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the occurrences of their respective shared eventsin order to achieve reliable operation of the DES plant.

A manufacturing system case study illustrates that the communication can be reduced if our supervisor

aggregation idea is employed.

In future work, it will be evaluated how the reduced communication affects the communication behavior

of the distributed supervisors both analytically and by simulation analogous to [10]. Furthermore, the

fully distributed communication models for switched networks in [9] will be adapted to the general case

with supervisor aggregation.
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