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Controller Aggregation for Distributed Discrete-Event
Supervisors on a Shared-medium Network

Klaus Schmidt

Abstract

In our previous work, @ommunication protocdbr the reliable communication of discrete event su-
pervisors that are implemented on physically distinct callgr devices on a shared-medium network was
developed. Here, the required data exchange is capturedrbsnunication modetbat are algorithmically
computed from an underlying hierarchical and decentrdlgEgervisor synthesis. These communication
models are particularly efficient if all synthesized sujgors are implemented on distinct controller
devices. In this paper, the general case is consideredewheltiple supervisors can teggregatedon
each controller device. To this end, the algorithmic comitation model computation is adapted in
order to remove communication among supervisors on the samgoller device. The benefit of the
controller aggregation is illustrated by a manufacturigygtem case study. Note that this paper is an

extended version of [7].

. INTRODUCTION

Several approaches enable the efficient supervisor systf@slarge-scale manufacturing systems
modeled as discrete event systems (DES) [2], [6], [4], [8], As a common feature, they result in
a set ofmodular or decentralizedsupervisors that interact bgynchronizingthe occurrence o$hared
events These methodensure the reliable operation of the DES plant, anel particularly beneficial if
the supervisors can be implemented on a simgletralizedcontroller device such that the shared event
synchronization can be handled internally, e.g., via shanemory.

However, in practical applications (e.g., on a factory fjptite supervisors are implemented on various
controller devices in distinct physical locations that aomnected by a communication medium. Hence,
the synchronization of shared events has to be performeddlyaaging information about the shared

event occurrences among the supervisangde it has to be guaranteed that the reliable system aparat
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is not affected An initial communication modedf the required information exchange for the approach
in [8] was developed in [10], where fally distributed implementatiois assumed, i.e., each supervisor
is implemented on a separate controller device.

In this work, we propose a communication model for the gdrexse, where multiple supervisors can
be executed on each controller device. This scenario fanpleaaddresses the implementation of multiple
supervisors for a system component in an industrial apgdicaon a single controller device (e.g., Pro-
grammable Logic Controller). Then, communication is ordguired among supervisors that are located
on different controller devices, while shared event ocauces can be synchronized internally among
supervisors that araggregatedon the same controller device. Hence, smaller communitatiodels
can be computed compared to the fully distributed case. fdsalt is illustrated by a manufacturing
system case study that is performed for different supenaggregations.

The organization of the paper is as follows. Section Il pidegi a brief overview of hierarchical and
decentralized control for DES, and Section Ill establisttess communication model computation for
the fully distributed case. The communication model carwdton for the general setup with multiple
supervisors on each controller device is developed in &2dY and applied to a manufacturing system

example in Section V. Conclusions are given in Section VI.

Il. HIERARCHICAL AND DECENTRALIZED CONTROL
A. Architecture

This work is based on the hierarchical and decentralizedrabapproach for DES in [8], which

is suitable for large-scale DES that are composed of sewarponents. The hierarchical supervisor
construction results in a s& = {R,,..., R,} of n supervisors that exhibit a hierarchical relationship
as depicted in the example in Fig. 1 (a), where each superigsepresented by a finite automaton
Ry, = (X, Xk, 6k, ok, Xm k) With the set of stateX;,, the alphabeLy, the transition functioy, : X, x

Y — X, the initial stater ;, and the set of marked staté&s, ;, following the notation in [1]. W.l.o.gR,,
denotes the highest-level supervisor. In this approadkraontion among the supervisors is represented
by shared eventén the set¥q = [J;_; Uj_; ;.. (Ek N X;) that have to occur synchronously in all
supervisors where they appear. Hence, the overall clasgabehavior is characterized by an automaton

R = (X,%,9,z9, Xyy) that is computed by evaluating tiparallel compositionof all supervisors.

R:= [[i=1 Ry (1)
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Note thatnonblocking controls ensured, i.e.L.(R) = L., (R), whereL(R) and L,,,(R) denote the closed
and marked language at, respectively. In addition, (1) need not be evaluated eipliin a practical
implementation which avoids th&tate space explosicencountered by monolithic implementations.

The hierarchical relationship is formally described by eedied tre€l’x = (R, R,,,cr,pr) (See e.g.,
[5]). In this paper,R denotes the set ofertices R, is theroot vertexander : R — 2% andpr : R — R
are thechildren mapand theparent mapsuch thatr (Ry) is theset of childrerandpr (Ry) is the parent
of R, € R, respectively. Note that the unique highest-level sugervk, does not have a parent, and
any vertex without children is calledlaaf. Furthermore, we define trdescendant magy : R — 2%
and theancestor mapiz : R — 2%, wheredr (R;,) is the set of descendants angl(R;,) is the set of
ancestors of?;, in R.

Example 1: A hierarchy with 3 levels and = 6 supervisors is depicted in Fig. 1 (a). The lowest-level
supervisorsR;, Ry, R3 and R4 constitute leafs of the tre€x, while the root is given byRs. All events
in the setXn = {«, 3,7,d,¢} are synchronized wheR = ||_ R, is computed. In this hierarchy, it
holds that for example the set of children 8% is cx(R5) = {R1, R2, R3} and the parent oR; is
pr(R5) = Re.

B. Properties

In addition to the hierarchical structure, the approactBinf¢atures further properties that are relevant
in the course of this paper. We dendtg := ¥, N X as the set of events o, that are shared with
other components, and introduce the natural projectipn X; — i;. Then, the abstractiol?), =

(Xk, Sk, O Fo.4, Xm k) is defined for each supervisét, by

L(Rk) = pk(L(Rk)) andLm(Rk) = pk(Lm(Rk)) (2)
Furthermore, the dependency Bf. on its children supervisors is described as

~

o X = UlvRZEC‘R(Rk) 2
o L(Ry) C |l1,rccn (R L(11)
[1l. COMMUNICATION MODELS FORSEPARATE CONTROLLER DEVICES

In this section, we present results derived in our earlierkwio [10].

A. Problem Setup

We assume that all supervisorsihare implemented on distinct distributed controller desitteat can

communicate via ahared medium networkvhere only one controller device can access the medium
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(b)

Fig. 1. (a) Supervisor hierarchy; (b) Shared-medium networ

at a time. Such scenario arises for example on a factory flathr tommunicating programmable logic
controllers (PLCs). Fig. 1 (b) illustrates such impleménotafor the example in Fig. 1 (a).

In order to synchronize the shared event&inin such a fully distributed implementation, communi-
cation among the supervisors is required. We now preserfothgal model of this communication on a
shared-medium network as developed in [10]. It makes useehierarchical relationship between the
supervisors so as to reduce the communication of each sspeR;, € R to information exchange with
its children R; € cr(Ry) about the shared events My and with the pareni?; = pr(Ry) about the
shared events ii;. The basic communication strategy is outlined in Example 2.

Example 2: Assume that each of the supervisors in Fig. 1 (a) is in itsaingtate. We first propagate
information about the occurrence of shared events from fga-level supervisors to the low-level
supervisors. Sincev is the first feasible event in the root supervislg, it asks the question “isx
possible?” to the childre, and R, which is expressed by eommunication everitar,. Then, Ry

can directly answerd is possible!” («r,), while R5 first has to executeo. Hence, R5 collects the
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answerdypr, andlyr, to the questiortpr, before it commands the execution @fto the participating
supervisorsk; and R,. Note thatR; can only answelpp, after the local strindkl occurred. ThenR;
continues askingapr, to Ry and R3 and forwards their answetsr, and!ag, to the Rg by sending
lag, . After receiving all answers fak, Rg can give the command such that all participating supervisors
executea. The subsequent communication for the eventnd § is again initiated byRg and follows

the same strategy.

B. Formal Description

In this section, we summarize the formal CM computation atdiog to the strategy in Section IlI-A as
developed in our previous work [18]For notational convenience, we introduce the mgp: R — 2R
that restricts:z to supervisors that contain the event.e.,c% (Ry) := {R; € cr(R)|o € X;}. Similarly,
we use the maps%, : R — 2% andd : R — 2%,

The alphabet of each supervisBy, is divided into4 subsets s.t2;, = 3, 1 U¥;, (U, gUX, n. The
subsets characterize events that are communicated wightlmbarentX;, 1), only with children g, 1),

with the parent and with childrer®( ;) or not at all £ v):

YL = {0 € Si|ch(Ry) = 0} 3)
Y= {o € 3% (Ry) # 0} 4)
S = {0 € D — SlcR (Ry) # 0} (5)
SN = {0 € D — Sylck (Ry,) = 0} (6)

Example 3:For Rs: X371, = {o, 3,0}, ¥3n = {9} and X3 = X3 = 0. For Rs, 351 = {a, 3,0},
Ysu = {¢} and X5, = X5 n = 0. For Rg, e = {, 3,7,0}, Y1 = Xe L = LN = (.

Based on the event classification in (3) - (6), we now constoaenponents of the CM for each
supervisorR;, € R and each event € (¥, — X ). In this context, a CM component represents the
communication ofR;, for the eventr with a neighboring supervisor.

1) Events in¥, 1,1 Eventso € 3,1, are communicated with the parent compon&jt= pr(Ry),
which requires the reception 86, from R; and the answelr i, from R beforeo is actually feasible.

We define the CM componett?, to capture this behavior. It is computed fraR), by inserting two
statesi and z for each state: whered;(z,0) exists. These additional states are then connected such

that the string’o, o, must occur before is feasible, while the transition structure B for events

INote that we use a slightly different representation fro] [ib order to support the discussion in Section V.
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different fromo remains unchanged. Algorithm 1 performs this computatidth ¥he input parameters
R; = R, andA = %7 U{?0p,,log, }. As an exampleL¢, and Lg ; are depicted in Fig. 2.

Furthermore, it has to be ensured that the answgr for o € X, 1, is only given by the CM whemr
is feasible in the original supervisdt;. To this end, the automatakf’ is computed fromR;, by adding
a selfloop withlo g, in each state wheré, (x, o) exists as illustrated by.¢’ in Fig. 2.

Together, the automataty = L7, ||L7’ characterizes the communication for the event € Xy, 1.

2) Events inX; 10 On the one hand, eventse >, 1 are communicated with the parent supervisor
R; = pr(Ry) using?og, and!og,. On the other hand, such events are communicated with adirehi
Ry € c¢%(Ry) which requires the questiotvg, and the respective answérg,. We characterize the
communication withR; by the automatod U7, that results from Algorithm 1 with the input parameters
R; = R, andA = 27U{?0R,, ?0R,,or, }. Note that the questiofrp, to R; € c¢%(Ry) has to be asked
between the occurrence 8, and!op, according to the communication strategy in Section llI-A. |
addition, the communication witlk, € c% (Ry,) is captured by the automatafDy; that results from
Algorithm 1 with the input parameter®; = R, and A = %7 U {?op,,lor,,or, }. Here, R, is adapted
such that the stringog,!or, happens before the answirg, can be given to the parem;. Fig. 2
shows the automatélg';, IDg'3 and I Dg;.

The communication of), for o € X 1 is hence represented by the automalpr= U7, [|([|;,r,ecz (r.) I D)
where R; = pr(Ry) is the parent ofRy,.

3) Events inX, y:: Eventso € X,y are communicated with all childreR; € c%(Ry). The CM
componentdy, is constructed for eacR;. It has the same structure ag, in (i), since the same types
of events?’opr, andlog, in the same sequential order are involved. The input paesiér Algorithm
lareR; = R, andA = 3, U {?0R,, ok, }. HE; in Fig. 2 is an example for this computation.

The overall communication for the event X, y is then modeled by the automatéff = [|; r,ccs (r,) H7 ;-

4) Communication Model C My, The CM C M, =
(Qks Tk, Vi, 90k, @m i) fOr each supervisaRy, is composed of the CM components as constructed above,

where the composition witl®;, introduces the supervisor action &, in the model.

CMy, = (HO'EEk,LLZ)"(HUEZk,I‘[g)"(HUEZk,HHIg)HRk' (7)

Example 4:t holds thatCMy = LE||LE|| LS| Ry = (LE || LEI(LEH1LE (L8 5113 | Ray C M5 =
12|12\ 18| | H? | |Rs and C Mg = HE||HE ||HY||HE||Rs, with the respective alphabets in Example 3.

Algorithm 1 (Computation of CM componentd§)he algorithm returns an automatéh= (Q, A, v, qo, Qm)
that represents the CM componéif,, IU7, or ID{, depending on the input alphabat
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1 Given: R;, o, A.
2 Initialize: Q = Xi; g0 = Zo4; Qm = Xk

%% Introduce states needed for communication
3 for each z € X; s.t. 6;(x,0)!

4 Q:QU{‘%»j}

5 v(z,0) = bi(z,0)

6 if {Tog,,lop,} C Aand?og, ¢ A %% L7,

7 v(z,?0R,) = 2; v(Z,lop,) =T

8 if {?oR,,%0R,,!0r,} C A %% IU7,

9 v(z,?0R,) = 7; v(Z,%0R,) = T, v(T,l0R,) =7
10 if {Tor,.loR,,lor,} C A %% ID7,
11 v(z,?ogr,) = ; v(Z,lor,) = &; v(Z,lop,) =T
12 if {?og,,lor,} C A and?or, ¢ A %% HY,
13 v(z,%oR,) =, v(T,lop,) ==

%% Add transition structure of original automatd®y

14 for each z € X;

15 for each 7 € 3;(z) — {0}

16 vz, 7) = b;(x,7) = 2/

17 if 0eSi(z)AoeSi(di(z,T))

18 vz, 7) =% v(z,7) =7

19 dseif o € 3i(x) Ao & 2i(0;(z, 7))
20 viz,7)=2a"; v(z,7) =2

21 return G

C. Properties of the Communication Model

We analyze the automatafiM := ||}_,C' M, over the alphabet/ := J,_, J; that characterizes all
possible communication sequences. The following resudtidesen stated in our previous work [10].

Theorem 1 (Communication Equivalencé)pet Tr = (R, Rn,cr,pr) be a hierarchical
tree of distributed supervisors according to Section IHét, CM;,...,CM, be the corresponding

communication models in (7) and define the natural projedtio 7* — ¥*. Then

I Ln(CMy) = ||7_ L(CMy,)
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Fig. 2. Communication model components.

0(3_1 L(CMy)) = |2 L(Rx)

That is, the overall communication behavior modeled®¥/ is nonblocking and enables the same
sequences of events as the original architecture of hi@caicsupervisors. Note that communication
events (questions or answers) are shared between neiggb©Ns if and only if they correspond to

neighboring supervisors in the supervisor hierarchy. ldeoar CM supports communication according

to the strategy described in Section IlI-A.

IV. CONTROLLER AGGREGATION

The communication models presented in the previous sebd@or been derived with the assumption
that all supervisors are implemented on controller devinegistinct physical locations. However, in a
practical implementation, it is potentially the case thatltiple supervisors are assigned to the same

controller device.
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A. Grouping of Controller Components

Formally, we introduce a&et of groupsg such that each grouf’ € G represents the supervisors
assigned to a unique controller device. Each supervisossedated to a group i¢ by the group
assignment map : R — G, i.e., g(Ry) denotes the group of the supervisef € R.

Example 5:Fig. 3 shows two possible grouping scenarios, where gragdondicate supervisors that
occupy the same group. For example, in Fig. 3Gay {G1,G2,Gs} andg(R2) = g(Rs3) = g(Rs) = Gj.

It can be observed from the example in Fig. 3 (a), that cdet®khat reside in the same group (i.e.,
on the same controller device) can perform the synchrapizatf shared events internally. Conversely,
the synchronization of shared events among different gratifl relies on communication as illustrated
by the network scenario in Fig. 3 (c). Furthermore, it has ¢onoted that arbitrary aggregations of

controllers are not desirable. Fig. 3 (b) depicts two situret that have to be avoided.

(i) On the one handRg can internally synchronize witl®?; as both supervisors belong to the same
group GG1, while on the other hands communicates withR?; via the intermediate supervisdi;
that resides in a different group. Hence, we require in D&dimil (i) that all supervisors on the
path between two supervisofg € R to R; € R in the same branch dfr must be in the same
group if R; and R; belong to the same group.

(i) The groupGs has two different parent grouggs; and G,. Similar to (i), this implies that there are
different communication paths fro@; to Gs (direct and viaGs). Consequently, we require that

each group must have a unique parent group in Definition 1 (ii)

Re G Gy Re

e G\ 0 7
Rs ’ Ry
G2/ \ / Gy \ G
R 1

R Ry Ry R Rs R3 Ry

(@) (b)
G || Gy || Gs Gi || G2 || Gs || Ga
| | ... ... 1 | | |
(©) (d)

Fig. 3. (a) and (b): Grouping of supervisor components; () &l): Communication relationship.
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Definition 1 (Compatibility): Let Tz be a directed tree of supervisors, {gthe a set of groups, and
let g : R — G be a group assignment mapis said to becompatible to7’; if the following holds.

() Ri,R; € Rs.t.g(R;) = g(R;)andR; € (ar(R;)Ndr(R;))U(dr(Ri)Nar(R;)) = g(Ri) = g(R;).
(i) Ri, R; € Rs.t.g(R:) = g(R;), while g(pr(R:)) # g(R:) andg(pr(R;)) # 9(R;) = g(pr(R:)) =
9(pr(R;)).

It it readily verified that compatibility of a group assignmenapg : R — G as introduced in Definition
1 ensures that the groupsdhagain constitute a tree structure. We denote this treggby (G, G, cg, pg)
with the associated roaf = g(R,,), children mapcg : G — 29 and parent mapg : G — G. Again,
g9 — 29 denotes the restriction af; to groups that contain the evemt In the sequel, our goal is
to adopt the communication strategy described in SectieA for the grouped case.

In this context, the basic idea is to associate questionsaasders to groups instead of supervisors.
As a consequence, we require that all supervisors in a grgrgean the questions and answers of each
group. Example 6 substantiates this idea.

Example 6:We consider the situation in Fig. 3 (a) with the superviserdichy in Fig. 1 (a). Initially,
the groupG; would ask a questiobag, to G5. Then,G's would first inquire about the event (7¢¢, to
G9). After the answetyg, from Go, the commana is given byGs if ¢ is feasible in bothR; and Rs.
Note that no communication betwedty and R, is necessary as they share the same group. N&xt,
asks the questiofla, to the groupG,. After receiving the answeng,, G's can locally decide about
the answelag, to G if « is feasible inR3, R5. The execution ofx is then locally decided byr; if

the answetag, is received and alsa is feasible inR,.

B. Simple Aggregation Method

The goal of this section is the computation of CMs for groupagervisors. Formally, we denote the
CM of each groupl, € G asCG|, over the alphabet’,,.

The straightforward approach to realize the communicatiahe case of grouping is to first compute
the communication model’M,;, as described in Section 1lI-B for eacR, € R. Then, the CMs of
supervisors that belong to the same group can be executedratigb on the same controller device,

while the result in Theorem 1 remains valid. That is, for eathe G, we arrive at
CGy = |lkg(rp)=c,C My (8)

Although the automatolW' GG, in (8) need not be evaluated explicitly in a practical impémation, it

holds that the component CMs 6fG, contain redundant information that can lead to unnecdgsari
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large CMs. In particular, the component CMs in the same gstiligntroduce questions and answers for
the synchronization of shared events among each othermalthsuch synchronization could be handled
internally. As a result, the number of CM states for the sampfgregation is equal to the number of
CM states of a fully distributed implementation.

Example 7:We considerRs and R; with g(R3) = g(R5) = G in Fig. 3 (a). IfCMs andCM; are
computed according to (8}, M; contains the questiohar, and the answelap, (seels ; in Fig. 2)
and C'M5 contains the answérng, (IDg';). Hence, the communication for the events included in

the CMs although the related superviséis and R5; belong to the same group.

C. Aggregated Communication Models

Addressing the issues raised in the previous section, wedee@lop an aggregation method that avoids
unnecessary communication among supervisors in the saoup gvhile retaining the communication
strategy described in Section IlI-A and IV-A.

To this end, we redefine the divisian, = X, U, UX, yUX, N as introduced in Section 11I-B

based on the position of the related superviBgrin the treeT;. Here, we assume thatR;) = G,,.

YL = {0 € Sk3R; € a%(Ry) st.g(R;) # Gy

ARy € dR(Ry) s.t.g(Ri) # Gy} )
Y= {0 € %13R; € a%(Ry) s.t.g(R;) # G,

A3R; € d}(Ry) sit.g(Ri) # Gy} (10)
Sen = {0 € Sk|BR; € a}(Rk) s.t.g(R;) # Gy

AN3R; € di(Ry) st.g(R;) # G4} (11)
YN = {0 € Xk|BR; € % (Rk) s.t.g(R;) # G,

ARy € dR(Ry) s.t.g(Ri) # Gy} (12)

That is, X, 1, contains the events that are communicated with a parenpgkyuy represents the events
that are only synchronized with children groups aigh consists of events that are shared with parent
and children groups. The eventsii, x are not communicated at all.

Remark 1:Note that the situation in Section IlI-B corresponds to tipecial case of the above
definition, where all supervisors belong to different greup

Example 8:Referring to the aggregation in Fig. 3 (a), it holds that;, = {«, 5,6}, ¥3n = {9},
Yau=Xs1=0andXsy, = {5,0}, Z51 = {a}, Bsu = {¢}, Lsn = 0. FurthermoreXs n = {«, 5,0},
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(@) (b) (©)

Fig. 4. (a) Low-level group; (b) Intermediate-level grodp) High-level group.

Yo N = {7}, X6 = X1 = 0. It is interesting to note that no communication is requifedthe shared
eventsg, 6 within Gi3 and for the shared eventin G;.

In principle, we propose to determine the CM for each grouseding to (8) with an adapted compu-
tation for each component CM. In the following sections, viscdss how this CM has to be constructed
for events inX; 1, (Section IV-D), >, 1 (Section IV-E) andX;, g (Section IV-F). The algorithmic CM
computation is then summarized in Algorithm 2. In all cases,consider a supervisa;, in the group
G4 = g(Ry) and the event in the respective alphabéi, 1, X5 or ¥, i. In addition, we denote
R; = pr(R;) andG = pg(Gy) as the parent supervisor &, and the parent group @, respectively,
if they exist.

D. Communication Model foEy 1,

We want to compute the CM componeff, , where three different positions @, in G, have to be

taken into account as depicted in Fig. 4 (a).

L1 R; belongs toGy, i.e., g(R;) = Gy (see the light gray box in Fig. 4 (a)). TheRy, receives the
question?og, from and provides the answérg, to the parent supervisor that is located in the
different groupG analogous to Section IlI-B. Hencé, is computed by Algorithm 2 with the
input parameters?; = Ry, A = 3, U {%0¢,,log, }.

L2 R; belongs toGy, i.e.,g(R;) = G4 andcg (Ry) = 0 s.t. Ry, is a leaf supervisor (see the dark gray
box in Fig. 4 (a)). Thenfz; does not receivéo, but has to give the answerg, sincelog, is only

provided byG, if all supervisors inG, agree thav is feasible. ThusRk; = Ry, A = 3 U {log, }
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for the computation of7, .
L3 R; belongs toG, andcr(Ry) # 0 (see the black box in Fig. 4 (a)). Then neitifer;, is received
nor the answetog, needs to be given, since there must be a descendaif}(iR;) that already
. = R
Example 9:Fig. 5 shows the componeits, for 2, anda (type L1) andLg; for k3 and«a (type
L2).

gives the answer according to EZ:onsequentIyL;’

E. Communication Model foE, 1

The CM componem‘[UjU’,‘C is computed. In I1 and 12, we address the case, where thests e

R; € ¢% (Ry) that lies in a different group thaRy, i.e., Gj, := g(R;) # Gy.

UL It is further assumed thai'; = g(R;) # G, (see the white box witly in G, in Fig. 4 (b)). This
situation is analogous to the situation without groupingection III-B. HencelU7, includes the
question?oq, from R;, the questior’og, to R; and the answelo, to R;. This is captured by
R; = Ry, andA = 3, U {?0¢,,%06,, 06, } in Algorithm 2.

U2 Now, g(R;) = G, (see the light gray boxes in Fig 4 (b)). TheR; does not receive a question
from its parent, while it has to agree on asking the questian, to the groupGj and answering
log, to the parent groui?;.® Thus, R = Ry, and A = 3, U {?0¢,, o, } for computingIU?,.

Next, we assume that alt; € ¢ (R;) are in the same group witRy, i.e., g(R;) = G4. There are
again two cases for the computationmjfk.

U3 If Gy = g(R;) # G, (see the dark gray box in Fig. 4 (b)), the®). receives the questiotu ¢,
from R; and asks the questictv, . However, the answep, does not have to be given by
as there is at least one descendarif{R;,) that already gives this answer. It holds that= R,
andA = %, U {?0¢,,%0¢, }-

U4 If g(R;) = G, (see the black box in Fig. 4 (b)), the®y, neither receiveSo, nor participates in
lo;,. Only the questiorfoc, has to be asked. Henc; = Ry, and A = 3, U {?0¢, }.

The computation of D7, for R, € ¢z (Ry) involves two cases.

ID1 If g(R;) # Gy, the automatod Dy, is computed fromR; analogous to the case without aggregation

in Section IlI-B such that the questidw;, and the answelo, have to be exchanged before the

answerlog, can be given to the parent group. Henég,= R; andA = 3, U {?0¢,, 06, , o, }-

%It can be shown that the feasibility of in a descendant id% (Ry) implies the feasibility ofs in Ry,.
370(;9 has to be agreed on by all supervisors in the group since i@ implication from the feasibility of in an ancestor

in a% (Rx) on the feasibility ofo in Ry.
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ID2 If g(R;) = Gy, there is no direct communication with a child £, outside the groug-,. Hence,
we set/D7, = R.
Example 10:Fig. 5 shows the CM componentd/g'; (type IU1), IDg; (ID1) and IDg; (ID2) for

Rs anda.

F. Communication Model foE, i

The computation of the CM componeH; for a child supervisor?; € ¢ (Ry,) involves two different
cases as shown in Fig. 4 (c).
H1 We assume that, := g(R;) # G, (see the light gray box in Fig. 4 (c)). Thef7, is computed
as in Section IlI-B withR; = R, andA = 3, U {?0¢,, oG, }-
H2 If g(R;) = G, (see the dark gray box in Fig. 4 (c)), then no answer is reddeR;,. Hence log,
is removed fromA compared to H1 for the computation &ff .
Example 11:The type H1 is illustrated in Fig. 5 by/¢'s for R anda.
Algorithm 2 (Computation of Aggregated CM3)fe compute an automatofi = (Q, A, v, gy, Qm)
that representd? ., IU7, or HY, depending on the input alphabat
1 Given: R;, o, A.
2 Initialize: Q = Xi; g0 = Zo4; Qm = Xk
%% Introduce states needed for communication
3 for each z € X; s.t. 6;(x,0)!
4 if log, € A and?oq, ¢ A
5 Q=QUuU{z}; v(z,0) = bi(x,0)
6 if 70q, € A %% Case L1
7 Q=Qu{z}
8 v(z,%q,) =%, v(Z,log,) =T
9

else %% Case L2

10 v(z,log,) ==

11 eseif {70q,,l0q,} €A

12 Q=Qu{z}; v(E,0) = bi(x,0)
13 if 70, € A %% Case I1

14 Q=QuU{z} v(z,%0g,) =1
15 v(z,?0q,) =, v(Z,log,) =T

16 else %% Case 12
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17
18
19
20
21
22
23
24
25
26
27
28
29
30

v(z,%0q,) =, v(z,log,) =T
eseif 70g, € A andlog, ¢ A
if 70, € A %% Case I3
Q = QU{i}; v(Z,0) = bi(x,0)
v(z,%0q,) =2, v(z,70q,) = T,
else %% Case 14
v(z,%0q,) =, v(z,0) = bi(z,0)
eseif 70g, € A andlog, ¢ A
Q = QU{z}: v(z,0) = dilx,0)
if log, € A %% Case H1
Q=Qu{z}
v(z,%0q,) =1, v(z,log,) =T
else %% Case H2

v(z,70q,) ==

%% Add transition structure of original automatd®y

31 for each z € X;

32
33
34
35
36
37
38
39
40
41
42
43

for each 7 € 3;(z) — {0}
vz, ) = 5,-(36,7')

=2/
if o€ 3y(x) Ao e Si(6i(z, 7))

ifze@
v(iz,7) =1
if ze@
v(Z,7) =1
dseif o € Si(x) Ao & Si(bi(x, 7))
if €@
v(z,7) =1
if z €@
v(Z,7) =1

44 return G

15
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Fig. 5. Grouped communication model components.

G. Communication Model for Groups

Using the CM components in Section IV-D to IV-F, the G\, for each supervisoRy, € R is then
again computed using (7). The evaluation(@é, for each groupG, can is then performed with (8),
where unnecessary communication among supervisors irathe group has been removed as described
in Section IV-D to IV-F.

The aggregated CMs computed in this section retain the at#siproperties introduced in Theorem
14

Theorem 2 (Aggregation)tet T = (R, R, cr,pr) be a hierarchical tree of distributed supervisors,
let 7y = (G,G,cg,pg) be a tree of groups with the group assignment mpap R — G, and let
CGhy, ..., CG|g be the group CMs defined above. Also det * — %* be the natural projection, where
K= U|gg:|1 KCy. Then

Iy Ln(CGy) = |19, L(CG,)

g n
01, L(CGy)) = llf) L(Ry)
That is, the desired reliable operation of the DES plant wigcachieved by the hierarchical supervisor
design is still realized after introducing communicationaang the supervisors that are grouped on distinct

controller devices.

“The proof of Theorem 1 is not in the scope of this paper.
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V. APPLICATION EXAMPLE
A. General Setup

The presented ideas are applied to distribution systenfds) in Fig. 6. Its purpose is to deliver parts
entering from astack feedel(sf) to a larger manufacturing system via the conveyor be®tsand c3.
As further components of ds, there are tpasherspl and p2 that push parts traveling along the long
conveyor belt c1 to c2 and c3, respectively. In our modelsisadivided into the3 subcomponents cla

(at p2), clb (at pl) and con (connection between cla and clb).

Fig. 6. Distribution system overview.

The supervisor synthesis for ds has been performed anaogo(B]. Fig. 7 shows the resulting
hierarchy with4 levels andl2 supervisors, whose respective state counts are listedhile TaTogether,
the supervisors have a sum df8 states, which represents the size of the supervisor rebfirea

centralized implementation on a single controller device.

B. Controller Aggregation

For comparison, we first evaluate the CMs of the simple agdi®gin Section IV-B, where all CMs
are computed as if their corresponding supervisors weréeimgnted on different controller devices. The
state counts of the CMs are shown in Table I.

We now illustrate the grouping idea by two scenarios. In Bigt is assumed that each of the functional

entities c1, c2, ¢3, sf, pl and p2 is controlled by a local wiler device, while the components are
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RY || BS || RS | | R || B | | BSL | | Bty

sf cla

Fig. 7. Supervisor hierarchy of the distribution system.

SUP| CM SUP| CM
RY | 9 | 19 R 12 | 61
RY | 9 21 R 23 | 588
RY | 9o | 21 | RY 9 | 37
RY | 10 | 22 | R}, ., | 11 | 484
RY | 10 | 22 | RG, .| 9 | 237

R? | 47 | 1359| R, 60 | 724

TABLE |

NUMBER OF SUPERVISOR'SUP)AND CM STATES FOR DIFFERENT COMPONENTS

coordinated by the superposed superviné“Et on a separate controller device. The state counts of the
CMs for the correspondin@ groups computed according to Section IV-G are depicted ioleTd. It
can be seen that a reduction fr@dh95 to 1120 states is achieved compared to the simple aggregation,

which can be explained by the removal of internal commuitaainh the groupGs.

Gi | Ga | Gs | Ga| G5 | Gs | Gr | Gs | 2
Fig.8 | 527 | 21 | 21 | 19 | 428 | 22 | 82 | — | 1120
Fig.9| 727 | 21| 21| 19| 61 | 22| 37 | 22 | 930

TABLE I
NUMBER OF STATES FOR THE CONFIGURATIONS INFIG. 8 AND 9.

The second scenario in Fig. 9 considers that local conteobee used for the components c2, c3,
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3 Gl
R
G5
Ry
1 1
Rglzifp2 Rgli)fpl
G2 G3 G4 / \G6 / \G?
0 0 0 0 0 0 0
RY || RS || RS | | B || B | | R ] | R || Ryt

Fig. 8. Grouping of functional entities.

cla, clb, p1, p2 and sf that exchange sensor and actuatomation with the plant. All remaining
supervisors are employed for coordination on a separateati@n device (group=). Again, a reduction
to 930 states due to the avoidance of internal communicatio@ircan be seen in Table II. In our study,
it could be determined that it is favorable to group sup@ngon different hierarchical levels that share

multiple events.

3
RE) &
2
R
1 1
Rgll—pQ Rgl%)—pl
G2 _~G3,/ G4/ @5/ \G6 c7/ \cs
0 0 0 0 0 0 0
A EA e EAIENEAER

Fig. 9. Grouping with high-level coordination.

VI. CONCLUSION

In this paper, the implementation of hierarchical and deedined supervisors on distributed controller
devices that are connected by a shared-medium network éstigated. Extending previous work that
addresses a fully distributed implementation, commuitoanodels for the general case, where multiple
supervisors can be aggregated on a single controller demieecomputed algorithmically. These com-

munication models capture the required information exgleaamong supervisors in order to synchronize
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the occurrences of their respective shared evientsder to achieve reliable operation of the DES plant
A manufacturing system case study illustrates that the caniration can be reduced if our supervisor
aggregation idea is employed.

In future work, it will be evaluated how the reduced commatimn affects the communication behavior
of the distributed supervisors both analytically and by dation analogous to [10]. Furthermore, the
fully distributed communication models for switched netiin [9] will be adapted to the general case

with supervisor aggregation.
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