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Hierarchical and Decentralized Multitasking Control of

Discrete Event Systems

Klaus Schmidt, Max H. de Queiroz and José E. R. Cury

Abstract

In this paper, a hierarchical and decentralized approachdmposite discrete-event systems (DES)
that have to fulfill multiple tasks is elaborated. Coloredrkirag generators that can distinguish classes of
tasks are used as the system model, and a colored abstramicedure as well as sufficient conditions
for nonblocking and hierarchically consistent control developed. It is shown that the computational
complexity for supervisor computation is reduced. A flegiblanufacturing system example demonstrates
the efficiency of the approach.

This technical report provides the proofs that could notlaéarated in [1] due to space limitations.

. INTRODUCTION

The supervisory control theory (SCT) introduced in [2] azldes the control of discrete-event systems
(DES) that are modeled by a generator, whose marked stgiessesit the completion of some control
objective (task). Given an admissible system behavioresgrted by a language, a minimally restrictive
supervisor can be computed algorithmically. This supervis designed to restrict the plant behavior
such that it respects the admissible language, and ensordgocking behavior with respect to the
marked states. While the admissible language can be vieweal safety specification (ensuring that
nothing "bad” happens), nonblocking can be understood ageadss specification, which ensures that
the supervisor will not prevent the completion of a task (sthimg good can happen). As situations
where the liveness of multiple tasks is desired are commn SICT framework has been extended to

incorporate multiple tasks in [3]. Colored marking generat(CMGs) are introduced for the synthesis
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of a minimally restrictive supervisor that respects the mgible behavior and ensures the liveness of
multiple tasks. Modular control in this framework is addred in [4], where also a composition operation
for CMGs is deduced from the synchronous composition ojperdor generators.

Although local supervisors for modular specifications anchposite plants can be synthesized very
efficiently using the modular approach, the resulting olvesestem need not be nonblocking. In the worst
case, the nonblocking verification, and the synthesis of @dinator to resolve possible conflicts can
still require the compositon of the overall system modeahc8ithis can again lead to exponential growth
of the system state space, the use of hierarchical contalsifor multitasking DES is proposed in this
paper.

Several hierarchical control approaches have been deselop recent years [5], [6], [7], [8], [9].
[10], [11]. The approaches in [5], [6], [7], [8], [9], [10] epmoy the natural projectionfor hierarchical
abstraction, and adopt the controllability propertieshaf bow-level events for the high-level events. This
allows for the application of standard supervisory conailgbrithms also for the high-level control, while
it is possible that minimal restrictivness does not neadgdanld because of the choice of the high-level
controllability properties. A more powerful high-level control structure is introduded11] in order to
guaranteestrong hierarchical consistencyHowever, standard supervisory control cannot be appbed f
the high-level control, and the compositional property ygtem models is no longer valid.

In this paper, systems that are composed of different stdasgs and whose desired behavior involves
multiple system tasks are considered. In order to use theraystructure efficiently, multitasking control
[3] is extended with hierarchical control ideas [5], [8]],[fL0] that preserve the compaositional property.
To this end, a multitasking version of the natural projettie defined, and sufficient conditions for
nonblocking control are established for the resulting dvighical and decentralized control architecture
for multitasking DES.

The outline of the paper is as follows. Basic definitions an@vigled in Section Il. Section Ill states
the hierarchical control architecture for multitaskingntol and provides nonblocking control results.

The method is illustrated by a detailed example in Sectiona conslusions are given in Section V.

IAdditional conditions to circumvent this issue are statedsi, [9].
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[I. PRELIMINARIES
A. Multitasking Discrete-Event Systems

For a multitasking discrete-event system (MTDES), a calmbel) can be associated to each class of
task. LetX be the set of all events that can occur in the system(are the set of all colors. Let* be
the set of all finite strings of elements iy including the empty string. A languageL is a subset of*.

L represents the prefix closure bf Each colore € C is assigned to a languade. € Pwr(3*) (power
set of ¥*) that represents the set of all sequences of everstirat can complete a task of the respective
class. Thus, theolored behaviorof a MTDES can be modeled by the skt € Pwr(Pwr(X*) x C)
given by A¢ := {(L.,c)|c € C}.

For a colored behavioA¢, the language marked hy € C is defined byL.(A¢) := L such that
(L,c) € Ac. The language marked b C C' is defined byLg(Ac) := Upep Lv(Ac).

For Mp, € Pwr(Pwr(X}) x By) and Ng, € Pwr(Pwr(X5) x By), Mp, C Np, if B C By and
Vb€ By, Ly(Mp,) C Ly(Np,).

The synchronous compositioof Mp, and Np, is

Mp,||Np, = {(Lo(Mp,)[|Ls(Np,),b),¥b € By N Bz}
U {(Ly(Mp,)||LB,(NB,),b),Vb € By — Ba}
U {(Lp,(Mg,)||Ly(NB,),b),Vb € By — By }.

An MTDES can be modeled by a Moore automaton, whose outpepsesented by subsets of colors,
define the classes of tasks that are completed after thespormding strings. Such @olored marking
generator(CMG), is formally defined by a 6-tuplé’ = (Q, %, C, 0, x, q0), whereQ is a set of statesy.
is a set of eventsy’ is a set of colorsp : @ x ¥ — @ is a transition functiony : Q@ — Pwr(C) is a
marking function;q, is the initial state.

For a CMGG, theeligible event functiod’ : Q — Pwr(X) associates each statec @) to a subset of
Y. with all events that can occur i In order to extend to a partial function or) x X*, recursively
let 5(¢q,e) = q and d(q, so) = 6(6(q,s),0), whenever bothy = (¢, s) and(¢’, o) are defined. The
generated languagé (G) := {s € ¥*|6(qo, s) is defined of G, is the set of all finite event strings that
can be reached from the initial stajg

The languagenarkedby ¢ € C, is given byL.(G) := {s € L(G)|c € x(d(qo,s))}. For the color set
B, ) ¢ B C C, the language marked h® is defined byLg(G) := {s € L(G)|B N x(6(qo, s)) # 0}.
The colored behavior of a CM@ is given byAc(G) := {(L.(G),c)|c € C}.
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A formal definition of thesynchronous compositiofi; |G, of two CMGs G and G, is given in [3].
Note thatL(G1||G2) = L(Gl)HL(Gg) andAc(G1||G2) = Ac(Gl)HAc(Gg)
Given a nonempty subset of coloBs a CMG G is strongly nonblockingv.r.t. B, if Vb € B, L(G) =

Ly(G), that is, if any generated string can be completed (not secids in the same way) to a task of

all the classes represented by colorskfA colored behaviotAc € Pwr(Pwr(X*) x C) is strongly

nonblocking w.r.t.B C C whenvb € B, Ly(Ac) = Lo(Ac). Furthermore, it is shown in [3] that the

maximal strongly nonblocking behavistupSN B(A¢, B) contained inA¢ for a color setB C C' exists.

B. Multitasking Supervisory Control

Let a MTDES be modeled by a colored marking generétoet (Q, X%, C, 4, x, qo), with eligible event
functionT", whose alphabet is partitioned into controllable eventsand uncontrollable events,. Let
D be a set of important tasks for which liveness (strong nariihg) is required. Let the specification be
given by a colored behaviotp, € Pwr(Pwr(X*) x D) such thatvd € DNC, 0 C Ly(Ap) C Lq(G),
andVd € E:=D —C, 0 C Ly(Ap) C L(G).

A coloring supervisolS : L(G) — Pwr(X) x Pwr(E) is a mapping that associates to each sequence
of events of the plant a set of enabled events and a set of nlsdof E) representing completed
tasks.

For S(s) = (v, ), let R(S(s)) = v andZ(S(s)) = u. The events that can occur /G after the
occurrence of a string € L(G) are given byR(S(s)) NI'(d(qo,s)). A string s € L(S/G) is marked by
acolorce Cif s € L.(G) or by a colore € E if e € Z(S(s)). A coloring supervisorS is admissible
if Vs € L(G), Lu NT(6(q0,8)) € R(S(s)).

A supervisorsS is strongly nonblocking w.r.D if Vd € D, Ly(S/G) = L(S/G).

Theorem 1 ([3]): Necessary and sufficient conditions for the existence of émissible coloring

supervisorS strongly nonblocking w.r.tD such thatAp(S/G) = Ap andL(S/G) = Lp(Ap) are:

1) controllability: Lp(Ap)~, N L(G) € Lp(Ap);
2) D-closure:¥d € (DN C), Ly(Ap) = Ly(Ap) N Ly(G);
3) strong nonblocking ofdp w.r.t. D.

In [3], it is also proven that the supremal controllable amereggly nonblocking colored behavior
contained inAp, namedSupCSNB(Ap, G, D), can be computed with complexity polynomial in the
number of states of the model.

Remark 1:Note that the standard Ramadge/Wonham supervisory cahgoly as introduced in [2]

can be described as a special case of the multitasking gspsncontrol by allowing for CMGs&
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with only one color, and by requiring an empty color getof the supervisorS. In that caseG is
a finite automaton with the marked languabg(G), the supervisor is a mag : L(G) — Pwr(X),
and the supremal controllable and nonblocking sublang$age€' N B(L,,(G), K) can be computed for
K C Ln(G).

C. Hierarchical and Decentralized Control

In the next section, hierarchical and decentralized nagkiing control is introduced. As the hierarchical
control ideas are based on results formulated in the Ramgdam supervisory control framework,
the original hierarchical and decentralized control apploas introduced in [5], and extended in [7], [8],
[9], [10], is described first.

As a system modekompositeDES represented by finite automaigq, i = 1,...,n, over the corre-
sponding alphabets; = ¥; ,U%; . are used. Here;; , andX; . denote the uncontrollable and the control-
lable events, respectively. It is assumed that each sidsysttares the event s := Up_; j;(3: N 3g)
with other subsystems. The global setsbfared eventss thus given byXg = -, ;.

The overall system model & := ||, G; over the alphabet := |J_, ;. Moreover, it is required that
the components that share an event agree on the contrd sfethis event, i.eVi, k, i # k, 3; \NX;c =
(. Under this hypothesis, it holds that, = J;-; X;, andX. = {J; & c.

The suggested hierarchical and decentralized controloappr as introduced in [5], respects the
composite system structure in both the abstraction promedshe low-level supervisor implementation
(see Figure 1).

For hierarchical abstraction, an alphakigtC ¥ is chosen that contains the shared eventsy, e Y.
Using the natural projectiop, : ¥* — X, the high-level plant is defined as a finite automatgnover
Yo such thatL(Gy) = po(L(G)) and Ly, (Go) = po(Lm(G)). The choice ofs C X, facilitates the
computation ofG. High-level subsystem&; o can be defined using the alphabglg, := X; N X, and
the natural projectiongs, s, , : X7 — X7, i = 1,...,n such thatL(Gio) = ps,—x,,(L(G;)) and
Lin(Gip) = px,—3,,(Lm(G;)). Then, the high-level plant can be computed as follows.

Lemma 1 (High Level Plant [5]):/Assume the notation from above with, C . Then
L(Go) = polllir1L(Gi)) = |[ie1 L(Gip)
Lin(Go) = po(lliz1 Lm(Gi)) = |[iz1 Lm(Gip)-

Adopting the controllability properties from the low leyék. 3, o := X, N Xy and X o := X N Xy,

the high-level plant is again given as a finite automaton éRlamadge/Wonham framework. Supervisory
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Fig. 1. Hierarchical and decentralized control architextu

control for a specificatiod C L,,(Gy) can be applied to determine a nonblocking high-level superv
So : L(Gy) — Pwr(%) such thatLy,(So/Go) = SupC N B(Ly(Go), K).

The control action of the high-level supervis8y is then implemented by the low-level supervisor
S : ¥* — Pwr(X) such that for anys € L(G), S(s) = So(po(s)) U (X — Xp). Consequently, each
low-level subsystend; observes the control actio$i(s) N X; as depicted in Figure 1.

Using this control architecturéjerarchical consistencig already guaranteed, i.e. it holds thatL(S/G)) =
L(Sy/Gy) [5]. To ensure nonblocking control, additional conditioase required. In this paper, the
observer conditioras introduced in [12] is employed as a sufficient conditionrfonblocking control
according to [8], [9], [10].

Definition 1 (Observer)Let L’ C L C ¥* be languages and lgg : X* — 3 be the natural projection

for Xg C X. po is an L’-observer (w.r.t.L) iff for all s € L andt € X%

po(s)t € po(L') = Fu € ¥*s.t.su € L' A po(su) = po(s)t.

The described control architecture where, _x, , is an L, (G;)-observer fori = 1,...,n is non-

blocking.
Theorem 2 (Nonblocking Control}et G; and G, ¢ = 1,...,n, and Sy and S be given as above.

If px,—x,, is an L, (G;)-observer (w.rtL(G;)) fori =1,...,n, then
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(i) po is an L, (G)-observer (w.r.tL(G)) [13],
(i) the closed loop is nonblockinge,,(S/G) = L(S/G).

The approach is computationally efficient as the compasitibthe overall low-level plant is avoided
by composing only the smaller high-level subsystems. Nbt the high-level system has indeed a
smaller state space than the low-level plant, as the obspreeerty implies that the minimal generator
for po(L(G)) has maximally as many states as the minimal generatok f6f), [14]. Additionally, [15]
provides a method to determine the high-level alphabgfs such that eachys, _x,, is an L, (G;)-
observer. Also observe that the high-level closed-loomaraa finite automaton that can be used as the

low-level model for further hierarchical abstraction in altizlevel hierarchy.

1. M ULTITASKING HIERARCHICAL AND DECENTRALIZED CONTROL

The computational efficiency of hierarchical and deceizieal control, and the ability to specify
multiple control objectives is now combined in a hierarehiand decentralized control architecture
for multitasking supervisory control. Analogous to SewtitC, it is assumed that the low-level plant is
given as a sety;, i = 1,...,n of colored marking generators with the respective color(setand the
overall plant isG = ||/, G; with the color setC' := | Ji*, C;.

First, the natural projectiop, is extended to colored behaviofs:.

Definition 2 (Colored Natural Projection)Let A¢ € Pwr(Pwr(X*) x C) be a colored behavior,
and assumel, C X with the natural projectiorpy : ¥* — 3. The colored natural projectionmy :
Pwr(Pwr(X*) x C) — Pwr(Pwr(3j) x C) is defined such that

Le(mo(Ac)) = po(Le(Ac)), for all ¢ € C.

Accordingly, the colored natural projectionsy, s, , are defined, and the high-level subsystems
evaluate toG; o, i = 1,...,n, whereL(G; o) = px,—x, ,(L(G;)) andAc(Gip) = my,—x, ,(Ac(G))).

Using the colored natural projection in Definition 2 with C 3y, the high-level plantG, such that
L(Go) = po(L(G)) and Ac(Go) = mo(Ac(G)), can again be computed by composing the high-level
subsystems.

Lemma 2: Assume the notation from above with, C ¥,. Then
L(Go) = po(liz1L(Gy)) = [[i=1 L(Gio)
Ac(Go) = mo(|[iz1Ac(Gi)) = [li1Ac(Gip)
Proof: Lemma 4 in the appendix implies thdt(Go) = po(||i21Gi) = |[izips—x.,(L(G))) =
;=1 L(Gip)-
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Furthermore, it holds for all € C'thatL.(Ac(Go)) = Le(mo((||I21Ac(Gy)))) = po(Le(||l1Ac(Gh))) =
Po(|li,cec, Le(Ac(Gi))) = licec,psi—5.o(Le(Ac(Gi))) = |licec, Le(Ac(Gip)) = Le(|liz1Ac(Gip))-
Thus, Ac(Go) = [[i=1Ac(Gio)- m

According to Lemma 2, the high-level colored marking getwré:, can be computed as shown in
Figure 1. Given a coloring behaviotp € Pwr(Pwr(X§) x D) as a high-level specification, a coloring
supervisorSy : L(Gyg) — Pwr(Xy) x Pwr(F) with E = D — C can be computed such tha
realizesSupCSN B(Ap, Gy, D). Different from the low-level implementation in Section@l, the set
of new colorsE introduced byS, has to be considered. The control action of the low-levekstipor

S: L(G) — Pwr(X) x Pwr(E) is thus defined for eache L(G) as
S(s) = (So(po(s)) U (X —20), Z(So(po(s)))). 1)
The control action after a stringe L(G) observed by each subsystem is then
(R(S(s)) N X5, Z(5(s)) N (C; U E)).

As hierarchical consistency does not depend on colorind,the supervisor implementation without
coloring R(S) is equivalent to the standard implementation in Sectio@, Ihkierarchical consistency also
follows for the supervisor$ and .Sy in this section, i.epo(L(S/G)) = L(So/Go).

To address strongly nonblocking control for the proposeatrobd architecture, an analogous condition
to the observer condition is required. The extension of thg¢G)-observer to the colored case replaces
the marked languagé,,(G) with the colored behavionc(G), and the natural projectiop, by the
colored natural projectiom.

Definition 3 (Colored Observer)tet L C ¥* be a language and lef¢c € Pwr(Pwr(X*) x C)
be a coloring behavior witiLc(Ac) € L. Also let py : ¥* — 3§ be the natural projection, and
mo : Pwr(Pwr(¥*) x C) — Pwr(Pwr(X§) x C) be the colored natural projection fal, C X. my is
a Ac¢-observer (w.r.t.L) iff for eachc € C, py is an L.(A¢)-observer (w.r.t.L).

Requiring thatmsy, .y, , is a Ac(G;)-observer fori = 1,...,n is sufficient for strongly nonblocking
control.

Theorem 3:Assume thaty;, G;o, andms,_x,,, ¢ = 1,...,n are defined as above. Also 18} be

a strongly nonblocking coloring high-level supervisortwi low-level supervisof as in Equation (1).
If my,_yx,, is aAc(G;)-observer (w.r.t.L(G;)) for all i = 1,...,n, then the overall closed loop is

strongly nonblocking, i.e., for at € C

L.(S/G) = L(S/G).
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To prove Theorem 3, first a result similar to Theorem 2 (i) isivabal.
Lemma 3:Let the CMGsG; be given as above and assume that the colored natural poogct
my, %, ., 1 = 1,...,n areAc(G;)-observers. Them, : £* — ¥§ is a A¢(G)-observer.

Proof: According to Definition 3y, sy, , is an L.(Ac(G;))-observer for alli such thatc € C;.
Applying Theorem 2 (i) and the definition of the synchronoampositonp, is anL.(A¢c(G))-observer.
As ¢ was chosen arbitrarilypy is an L.(Ac(G))-observer for eacl € C. With Definition 3,mg is a
Ac(G)-observer. [

Using this result, Theorem 3 can be proven.
Proof: It has to be shown that for all € L(S/G), it holds thats € L.(S/G) for each color € C.
Assumes € L(S/G) (note that suchs exists, as= € L(S/G) due to the definiton of). Then for
eachc € C,

po(s) S L(SO/GO) A3dt e 23 S.tpo(s)t S LC(SQ/G()),

as Sy is strongly nonblocking. Using the fact thag is an L.(G)-observer according to Lemma 3, and
the supervisor implementation witR(S(s)) = R(So(po(s))) U (X — ¥p), Lemma 5 in the appendix
implies that

Ju € ¥* s.t.su € Lo(S/G) A po(su) = po(s)t.

Thus,s € L.(S/G) for all ¢ € C, which proves that..(S/G) = L(S/G) for all ¢ € C. [
Note that the polynomial time algorithm to determine thehalpets for the hierarchical abstraction in
[15] can be extended to the case with colored marking. Tlsis mhplies that again, the high-level CMG

Gy never has a larger state space than the low-level GMG

IV. FLEXIBLE MANUFACTURING SYSTEM EXAMPLE

The hypothetical Flexible Manufacturing System (FMS) igufe 2 as introduced in [3] is studied. It
generates two types of products from raw blocks and raw elglick with a conical pin (Product A) and
a block with a cylindrical painted pin (Product B). The FMShsists of eight devices: three conveyors
C1, C2 and C3, a Mill (M), a Lathe (L), a Robot (R), a Paintingvige (PD), and an Assembly Machine
(AM). The devices are connected through buffeisB= 1, ... 8, with capacity for one part. The arrows
in Figure 2 indicate the flow of unfinished parts through theS=Maw blocks enter C1 and reach B1.
Raw pegs enter C2 and arrive in B2. The Robot picks a raw blomk fB1 and places it into B3 or
moves raw pegs from B2 to B4. The Mill starts processing alkbfoem B3 and returns a geometrically

shaped part with a hole on top. The Lathe can make two typemefwith the peg from B4: a conical
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pin or a cylindrical pin. Then the Robot moves a finished blérckn B3 to B5, moves a conical pin
from B4 to B6 or moves a cylindrical pin from B4 to B7. C3 tranggs the pin from B7 to B8, where
it is painted, and takes it back to B7. Finally, the AM creaeBroduct A (Product B) by assembling a

block from B5 and a conical pin from B6 (cylindrical pin from7B

M
larcl
b3m m3
C1
clbl
Bl b6 b6 be
r a —
rb7 P
, b7am
B7
b7c3 c3b7
C3
c3b8| [ b8c3
pdb8
B8 | PD
b8pd

Fig. 2. Flexible Manufacturing System (FMS)

The open-loop behavior of the FMS is modeled by the set ofteaglgnchronous CMGs in Figure
3, where the controllable events are marked with ticks. Tl@ufacture of one Product A and of one
Product B is respectively indicated by the tasks a and b imtbdel for the AM.

Each restriction can be modularly expressed by a genericifefagion, which is a colored behavior
defined on a particular subset of events from the global akphaf the composite plant. The generic
specificationsMp;, i = 1,...,8 for avoiding overflow and underflow in the buffers,B = 1,...,8,
respectively, are generated by the CMGs in Figure 4. Thestasland e in My, and Mp, specify
that the buffers B1 and B2 always have to be able to reach thmyestate.Mg3 and Mp, state that
simultaneous operation of the Lathe and the Mill is alwayssue (states with color 0), and both buffers

can always become empty (colors &d q). Finally, the task e indicates that the buffers B7 and B8
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Fig. 3. Flexible Manufacturing System (FMS)

can reach their empty state simultaneously, while no pinittseein PD or in C3. The synchronous
compositionM := ||8_, Mp; of all generic specifications has the color g&t= {e1, ez, e3,e4,0,¢e}. The
global specification is then obtained frody, = Ac(M)||Ac(G). Therefore, in order to respect all the
specifications defined in Section II, the controlled systeustmespectd p, and be strongly nonblocking
with respect to the color sdd = {a, b, ey, eq,e3,€e4,0,€}.

The synchronous composition of the eight CMG leads to a CM& (Q, >, C, 4, x, qo) With 3456
states and color sef’ = {a,b}, and it has been shown in [3] that the optimal colored behavio
SupCSNB(Ap,G, D) can be guaranteed by a monolithic supervisor with 45504 stat

In order to reduce the computational effort as well as the siZ the supervisor, the hierarchical
and decentralized approach in Section Ill is applied. Fits¢ part of the plant that corresponds to
the buffer specificationd/g;, i = 5,...,8 is considered. Local supervisors are computed using mono-
lithic multitasking supervisory control: for examplé&;; represents the resulting closed-loop behavior
from SupC SN B(Ac(Ganm||Gr||Mss), Gam||Gr, {}) for the subsysterty;||Gr and the specification

Ac(Gam||Gr||Mps). The remaining subsystems with their respective spediicatare summarized in
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Mg, Mgs

' clbl I (b3 b3m b3
4—
blr €3 Je o]

Fig. 4. Buffer specifications for the FMS

Table |I.
TABLE |
SUBSYSTEMSG;, i = 5,...,8 OF THEFMS
closed loop subsystem specification
G5 Gam||Gr Ac(Gaml||Gr||Mss)
Gs Gaml||Gr Ac(Gam||Gr||Mss)
Gr Gesl|Gam||Gr | Ac(Ges||Gam||Gr||Me7)
Gs Gesl|Gpp Ac(Gesl||Gpp||Mss)

The subsystemé&;, i = 5,...,8 fulfill the respective local buffer specifications (the aunttia repre-
sentations of the corresponding reduced supervigrs = 5,...,8 are shown in Figure 7). However,
it is not guaranteed that the joint behavior of these subsystis strongly nonblocking. The possibly
blocking behavior is now resolved using the hierarchicgdrapch in Section Ill, where the closed-loop
subsystemsr;, i = 5,...,8 serve as the low-level models. The computation of the hayedlplantG

involves the high-level alphabél; = ¥y U X3 U XAy and the color se€y = {e,a,b}. Note that:,
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contains the shared events between the different subsystecording to Lemma 2, and that it can be
verified that the colored natural projection &y fulfills the colored observer property in Definition 3.

In the next step, a strongly nonblocking superviSpiis synthesized foSupSN B(Ac(Gy), Co). The
automata representatidty of the corresponding reduced supervisor is shown in Figuwith the result
in Theorem 3, the low-level implementation 6§ guarantees strongly nonblocking system behavior. The
hierarchical control architecture including the interna¢el subsystem abstractiog o, i = 5,...,8 Is
depicted in Figure 5, where each CMG is shown with its respestate count. Note that the supervisor

Sp just acts on the subsysterg, i =5,...,8.

G50 Ge,0 G0 Gs,0
44 44 128 4
T h

Fig. 5. Hierarchical Structure for the subsyste@Gis i =5,...,8

The resulting closed-loop CMG, /G, can now be used for further controller synthesis to address
possible conflict of this subsystem with the part of the FM& thas not been considered so far. To this
end,Gy := Sy/G) is defined, and the subsysteifis, i = 1,...,4 are computed as closed-loop CMGs
for the respective buffer specificationgs;, i = 1,...,4 as shown in Table Il. Thus, the low-level model
consists ofG;, i = 1,...,4,9 (see Figure 6). Hierarchical abstraction is performed whih alphabet
> = YrU { c1b1, c2b2, b3m b4l cy, b4l co, bsam b6am a, b, c3b7} which is chosen such
that the shared events of the subsystems (events of the Ypladre contained irty, and such that the

colored natural projectiomsy, .y, , is aAc(G;)-observer fori = 1,...,4,9. It could be verified that the
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high-level modelG, in Figure 6 is already strongly nonblocking, which impliésit the overall closed-

loop flexible manufacturing system is strongly nonblockaggording to Theorem 3 without introducing
an additional supervisor faf.

TABLE I
SUBSYSTEMSG;, i =1,...,4 OF THEFMS
closed loop| subsystem specification
G1 Gcil||Gr | Ac(Get1]|Gr||MB1)
G2 Ge2l|Gr | Ac(Gez||Gr||Me2)
G3 Gul||Gr | Ac(Gum||Gr||MBzs)
e GL||Gr | Ac(GL||Gr||MB4)
Go
3996

G1o G G0 G40 G0
12 12 13 15 185
A A h F N y

Gy Gy Gs Gy Gy
18 18 18 21 400

Fig. 6. Hierarchical Structure for the subsyste@s i = 1,...,4,9

Together9 supervisors with a maximal state counttofvere computed. The CMG models involved in
the computation are not larger tha®o6 states (see Figure 6) comparedi@y04 states and0272 states
in [3], [4]. Note that it can be verified that the supervisarghis paper are equivalent to the supervisors
in the previous work, and that the supervisgrthat had to be deduced from the problem formulation in
[4] could be computed systematically in this paper. It i®algeresting to note that the high-level model

in Figure 6 can be further abstracted on the alphaljet {bal cy, b4l co, bar co, barcy, r b4, b3r, clb1,
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c2b2, blr, b2r, rb3, b7am b6am a, b, c3b7} to a CMG G}, with 2352 states. This CMG could serve as a

model of the FMS that is surrounded by other components ingeilananufacturing system.

Fig. 7. Reduced Supervisors for the FMS

V. CONCLUSIONS

In this paper, a hierarchical control approach for DES hamlm®mbined with multitasking supervisory
control in order to reduce the computational complexity @whexvisor synthesis. A multitasking version
of the natural projection as well as the observer propegyeanployed in the abstraction process such that
the resulting hierarchical control architecture is hiehdzally consistent and strongly nonblocking. The
result of the supervisor computation is a set of decengdlsupervisors that reside on a small state space,
and the efficiency of the approach was illustrated by a flexibhnufacturing example. Note that although
the supervisor for the example system is equivalent to a iitbiwosupervisor, maximal permissiveness

is not guaranteed by our approach. This issue will be adedess future work. Furthermore, the use
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of more general hierarchical models in terms of the contmalcture and the actions of the low-level
supervisor will be considered, and the application of di#ffé methods, e.g. local modular control, for

the high-level supervisor synthesis will be investigated.

APPENDIX

The following two lemmas are needed for the proof of the maisult of this paper in Theorem 3.
They are originally stated in [5] and [8], respectively.
Lemma 4 ([5]): Let L; C ¥7,..., L, C X7 be languages over the alphabgls ..., Y,. Assume that

n
YoC (Z1U---uX,)and U (ZiNE;) C S with the natural projectiongy : (X U+ UX,)* — 5§
i.jyi#]
andp : ¥ — (X;NX)*, i=1,...,n. Then

po(Lall -+ [[Ln) = P (L] -+ [P (L)

Lemma 5 ([8]): Let G be a finite automaton ovexr, and let>X, C ¥ with the natural projection
po @ X* — X§. Assume thaiGy is a finite automaton ovexry s.t. L(Gy) = po(L(G)) and Ly, (Gy) =
po(Lm(G)) with a supervisoSy : L(Gp) — Pwr(Xo). If S: L(G) — Pwr(X) is a low-level supervisor
implementation ofS, according to Section II-C angdy, is an L,,(G)-observer, then it holds for all
s € L(G) that

po(s)t € Lin(So/Go)
= Ju € ¥* s.t. su € Ly (S/G) A po(su) = po(s)t.
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