IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY

Message Scheduling for the FlexRay Protocol: The
Static Segment

Klaus Schmidt, Ece Guran Schmidilember, IEEE

Abstract—In the recent years, time-triggered communication
protocols have been developed to support time-critical agjra-
tions in in-vehicle communication. In this respect, the FlgRay
protocol is likely to become the de-facto standard. In this pper,
we investigate the scheduling problem of periodic signalsithe
static segment of FlexRay. We identify and solve two subproblems,
and introduce associated performance metrics: (i) the sigals have
to be packed into equal size messages to obey the restrictonf
the FlexRay protocol, while using as little bandwidth as posible.
To this end, we formulate a nonlinear integer programming
(NIP) problem in order to maximize the bandwidth utilization.
Furthermore, we employ the restrictions of the FlexRay probcol
to decompose the NIP and compute theoptimal message set
efficiently; (ii) a message schedule has to be determined suthat
the periodic messages are transmitted with minimumjitter. For
this purpose, we propose an appropriate software architectre,
and derive an integer linear programming (ILP) problem that
both minimizes the jitter and the bandwidth allocation. A case
study based on a benchmark signal set illustrates our resudt

Index Terms—Vehicular communication networks, FlexRay,
real-time, scheduling, integer programming

I. INTRODUCTION

paper periodicreal-time messages, i.e., messages that contain
periodically generated signal data, are considered. fnddise,

the message schedule must enable the message transmission
with low jitter, i.e., a low deviation from the periodicity.

Our study focuses on the FlexRay protocol, as it is expected
to be the new de-facto standard for in-vehicle communigatio
[2]. FlexRay has a high bandwidth of 10 Mbit/s, and consists
of a static segmentwith Time Division Multiple Access
(TDMA) operation, and adynamic segmentvith flexible
TDMA (FTDMA) operation. Accordingly, it combines the ad-
vantages of time-triggered and event-triggered commtinita

In this work, we investigate the message schedule compu-
tation for the static segment of FlexRay that is designed to
accommodate periodic real-time messages. Previous work on
this topic focuses on the timing analysis of applications on
a FlexRay bus [11], [12] or on heuristic strategies that aim
at finding a feasible message schedule for a given message
set [13]. In contrast, we address the problem of constrgctin
feasible and efficient message schedules with low jittetista
from the signal data to be transmitted. We introduce a formal
problem description to capture the properties of the FlgxRa

N today’s cars, a great variety of electronic devices inclughrotocol. Furthermore, we define the bandwidifiization,
ing micro controllers, sensors, and actuators, are usest tothe number ofallocated frame identifiers (FIDspnd the

place mechanical and hydraulic components. Tlesetronic

jitter as performance metricshat measure the efficiency of

control units(ECU) require information exchange among eackach message schedule. Then, linear integer programming
other to support the execution of their tasks. In today'sityx is employed to find the schedule that optimizes the defined
cars up to 70 ECUs exchange up to 2500 signals [1], [2]. performance metrics in two steps. First, we determine how

Different in-vehicle communication networks for automosignal data have to be packed into message frames while
tive systems have been developed. Currently, the most yidehaximizing the utilization. Second, the obtained messages
used network is the Controller Area Network (CAN) [2], [3].scheduled with minimum jitter in the FlexRay static segment
It can provide bounded delay communication among ECUs\ahile using a minimum number of FIDs.
data rates between 125 kb/s to 1 Mb/s [4]. However, due to itsThe paper is organized as follows; in Section Il, the FlexRay
event triggerechature and its relatively low data rate, it is noprotocol is described, and notation and performance nsetric
well suited for novel applications such as x-by-wire, whiclre introduced in Section Ill. An optimization problem for
require periodic data exchange with low jitter. Seveiale- packing signals into messages is developed in Section 1V,
triggeredtechnologies such as Time-triggered CAN (TTCANand the message scheduling problem is elaborated in Section
[5], [6]), Time-triggered Protocol (TTP, [7], [8]), and HBay V. Section VI provides a case study based on a benchmark
([9], [10]) have been designed to provide predictable madiumessage set [14], and conclusions are given in Section VII.
access at a higher available bandwidth.

Time-triggered in-vehicle communication networks traitsm
signal data encapsulated imessagesvhose transmission
instants are given by a pre-computadssage schedulim this

Il. THE FLEXRAY PrROTOCOL

The FlexRay protocol [2], [9] is @ime-triggeredprotocol.
Its operation is based on a repeatedly executdekRay
cycle (FC) with a fixed duration. Messages are transmitted
in FlexRay frameghat consist of message data as multiples
of 2 byte-words and draming overheadIf the message data
compriseb words, then the frame sizg in bit evaluates to

f=0b-16bit + (b-4bit + Op) = b- 20 bit + Op, (1)

where the framing overhead according to [9pist bit + Or.
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Fig. 1. FlexRay cycle description. (a) (b)
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Fig. 2. (a) FlexRay node; (b) Software architecture.
A. Description of the FlexRay Cycle

The FlexRay cycle comprises static segment(SS), a
dynamic segmen{DS), a symbol window(SW), and the
network idle timg(NIT). A generic FlexRay cycle is depicte
in the upper part of Fig. 1.

Similar to the Time Triggered Protocol (TTP) in [8], the
organization of the SS is based on a time-division multip
access (TDMA) scheme. It consists of a fixed number of equal
size static slots(STS) that are incrementally counted by a ) ) )
slot counterin each FC starting from. The bus arbitration C- Static Segment Scheduling: Issues and Previous Work
is performed by uniquely assigninfgame identifiers(FIDs) The goal of this work is the formulation and solution of
to nodes such that in each STS, the node with the FID tithe message scheduling problem for the SS of the FlexRay
is equal to the current value of the slot counter can sendpeotocol with the software architecture in Section |1-B. this
message. Fig. 1 shows a SS withSTSs. The FIDs have end, we divide our investigation into two subproblems.
been assigned such that for example the messdgasd B 1) Signal Framing: In principle, the task of the SS in
are transmitted by the node with the FID FlexRay-based communication systems is the exchange of

The DS is similar to ByteFlight [15], and employs theperiodic signal data among different nodes, whereby the
flexible TDMA (FTDMA) approach. The investigation of theorganization of the SS and the periodic recurrence of ssgnal
DS is not in the scope of this paper and can be studied ashas to be respected. Hence, on the one hand, the STS size has
independent scheduling problem. We refer the reader to tioebe fixed, and on the other hand, an assignment of signals to
companion paper [16] for a detailed description. The SW amdessage frames has to be determined. Here, it is desired that
the NIT provide time for the transmission of internal cohtrahe framing overhead is minimized, and the resulting messag
information and protocol-related computations. can be fit into FlexRay frames such that the most number of
bits are used for messages in each STS. This problem is an
. open dimension probleff©DP) in the context obin packing
B. Software Architecture according to [17], where signals represamall itemsthat

In this paper, the case where several netwoddesare have to be fit into equdlrge objects(messages), while the
connected by a single FlexRay communication channel dize of the large objects is variable. In Section IV, we emplo
addressed. According to the FlexRay specification [9], eagh integer linear programmingILP) formulation in order to
node consists of Aostand acommunication controlle(CC) compute an optimal message set from a given set of signals.
that are connected by eontroller-host interface(CHI) as 2) Message Schedulindn the next step, it has to be noted
depicted in Fig. 2 (a). Here, the CHI serves as a buffer betwethat the message schedule can be computed independently
the host and the CC. The host processes incoming mess&geseach node as FIDs are uniquely assigned to nodes. It
and generates outgoing messages, while the CC indepeydesifo has to be observed that messages in the SS have to be
implements the FlexRay protocol services. scheduled with minimum jitter, i.e., minimum deviation rfino

In order to support the periodic (jitter-free) transmissiothe periodicity. Furthermore, it is advantageous if the sage
of periodic messaged the SS, we propose the followingschedule for each node requires a small number of FIDs as this
software architecture. In compliance with the protocolcspeguarantees the efficient use of the SS. Together, we want to
ification [9], each slot in the FC with its corresponding FIDprovide a message schedule for each node that minimizes the
is uniquely assigned to a host, where multiple FIDs can liger for periodic messages, and that requires the allocaif
allocated to each host. In addition, we adopt the assignmenhinimum number of FIDs. In Section III-B, we give a formal
of messages to FIDs in [11] such that each individual messaggescription of our performance metrics, and in Section V-B,
cannot have more than one FID. With this prerequisite, wee state an ILP problem that results in the desired optimal
propose that each host holdperiodic scheduling tabl@PST) message schedule.
per allocated FID. In each FC, the PST determines a uniqueThe FlexRay SS and TTP have been studied in [11], [12],
message to be transferred to the correspontlargsmit buffer [13] using a similar software architecture. [11], [12] pmrh
of the CHI among the periodic messages with the same FI®timing analysis of message transmissions on FlexRaygwhil

Fig. 2 (b) shows the software architecture for a host thfit3] provides heuristics to determine message schedulds wi
generates the periodic messageD (period2), G, H (period small response times including an experimental evaluation

2), and I (period 1) with the respective FIDsl,5,6 (see
dFlg 1). For each FID, there is a PST that holds the related
messages. An arrow indicates the current message to be
transferred to the respective transmit buffer in the CH., in

e first FC the periodic messagdsG and! are transmitted.
he arrow moves one step ahead in each FC.
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However, none of the above approaches accounts for the powe now formalize the message scheduling that is imple-
tential jitter in the message transmission. Message sdingdu mented in the host and the communication controller. Within
without jitter is investigated for TTCAN in [18]. Although a scheduling periodVg, of noden € N, we denotewy, .,
similar ideas can be used to capture the scheduling réstict k£ =1,..., W} := | N§,/pm}, | the FCs modulaVy, where
and performance metrics, the particular properties of tlid € M™ is scheduled, i.e. )]} is scheduled in the FCs
FlexRay protocol lead to a different approach in our paper.z - N§p + w?, ., # € Ny. Using this notation, different
performance metrics can be introduced as follows.
[1I. N OTATION AND PERFORMANCEMETRICS

A. Definitions B. Performance Metrics

We formally describe the periodic FlexRay cycle (FC) g, 4 signalS™ € S” of some noden, the fraction of the

according to Section II-A. It consists of tistatic segmentSS) FlexRay bandwidthC' that is demanded bg” amounts to
and thedynamic segmerfDS). The duration of the SS in ms is ®

Tss, and it comprise®Vgrg static slots (STS) with the duration Dno.— bsyg _ ©)
Tsts, i.e.,Tss = Nsts - TsTs. FurthermoreIstg has to be * pst T - C

a multiple of the so-calleanacrotickwith the fixed duration

Tyt (according to [9],1us < Tur < 6us). Respecting (1),

we define the STS duratidfil¢ required to transmit frames

Similarly, for a messagd/” < M", the fraction ofC that is
allocated forM?” is

with b two byte-words as (Tsps - O) Tsrs
. Al = = . 4)
b - 20bit + O m no T n .
Tors =1 Ty - C =] Tur. @) pgy Lo & pmy, - Te
Here.C' — 10 Mbit/s denotes the FlexRay bandwidth. AS_Accordmgly, the fraction ofC demanded for signal data is
suming that a set aV nodes\V = {1,..., N} communicates N F,
on the FlexRay bus, we define a mapip : N — Ny, D := ZZDQ, (5)
such thatnpp(n) indicates the number of FIDs that are n=1s=1

allocated to each node € A. In this case, it is required
that > npip(n) < Ngrs. As we do not study scheduling
for the DS in this paper, we just introduce the DS duration

and the fraction olU allocated for messages is

N Gn
Tps. Together, the duration of the FC including a possible A= Z Z A (6)
NIT and a SW isT, > Tss + Tps. =1 =1

Considering the software architecture for the SS in Section
[I-B, we define thescheduling periodV{,, of each node: as
the least common multipl¢lcm) of its PST periods. Hence,
the overall message schedule repeats after the least com
multiple Nsp := lem(Ndp, ..., N&%) of N&p, ..., N&Y.

For each node. € A/, we denoteS™ = {S7,..., S%.} the
set ofsignalsto be sent on the bus. Each sigidl € S™ has a
periodps?, adeadlineds, and thesignal databs?. Observing U .— 2 @)
that all signals have to be scheduled in multiples of the FC A

durationTt, it is required to choosg: as thegreatest common The F|D allocation F'A denotes the number of FIDs that have
divisor (gcd) of the signal periods or an integer divisor of, pe allocated for message transmission. It is computetias t

that value. Hence, we express signal periods and deadhneg iy of the numbensp (n) of FIDs that are allocated to each
integer multiples ofl .. Signal data are represented in multipleg,gividual noden € .

of the bit timer,;;, where bit and,;; are used interchangeably

Our performance metrics are based on (5) and (6).

1) Utilization (U) and FID Allocation (FA): The bandwidth
utilization U captures how much of the allocated bandwidth
%%ed for signal data transmission in the SS. In Section 1V,
our goal is to maximizé/.

fitting to the context. As only periodic signals are conséder N

in this work, it holds thaps™ = ds™. FA:=> npm(n). (8)
For transmission on the bus, signals can be compiled to n=1

form a set ofmessages1™ = {M7',..., M.} foreach node  Since Ngts > FA > N, FA represents the minimum

n € N. Hence, we associate a mppck™ : M"™ — 25" with length of the SS that is bounded from below by the number
each node: € NV, wherepack™(M?) returns the signals in of nodesN. In order to provide schedulability and system
S™ that are packed into the messayf, € M™. Here, we extensibility, our goal in Section V is to minimizE A.

require thatps™ = ps* for all signalsS?, Sj* € pack™(M), 2) Jitter (J): Periodic messages are to be delivered period-
i.e., only signals with the same period can be packed inically to the receiving nodes. Hence, ideally, the transiois
message. Themm, := ps? denotes th@eriod dm}, := ds instant of each message should be scheduled such that it is
denotes theleadlineand by, := > g cppern (arn) bs% 1S the  transmitted without any deviation from the periodicityttgr).
number of data bitef M. If b = [bm™ /16 bit| denotes the  Consider a periodic messadé” . We define thdocal jitter
number of two byte-words of a messagéy,, then it must J7 ; for each sending instant- Ngp +wy, ,)-Tc, 2 € No, k €

hold thatTytg > T§TS such thatM fits into a single STS. {1,...,W,,} of M as the deviation of the inter-transmission
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TABLE |
n0+de 1 2 3 31 1 1 2 3 SIGNAL SET FOR TWOFLEXRAY NODES
AIVEIVEIVEIIVHIVE IVAIVE
Nsp M1 |MZ|Mz[M3|M3|Mg T Mi[M{[M7 . T T 1 1 1 2 2 2
AR IYAIYEIYEIYE Y 1 M3 signal S31 | S32| S35 | S5 S35 | S5 | S50 53
=< |Mz|Mf|M{|M3|Mz Mg Nsp | M3 2 data (bity || 65 | 50 | 30 | 40 | 35 | 20 | 25 | 10
;,.J Tss > =4 M% M% M% signal 53,4 Sg,s Sg,e S%,l Si2 Sig Si4 Sis
T. 1 3 data (bit)|| 25 | 45 | 30 | 30 | 30 | 15 | 50 | 25
STS M3 M3
-~ T/
Tsts Tss
(a) (b) IV. FRAME PACKING OF PERIODIC SIGNALS
Fig. 3. (8)Tss = 6Tsts; (b) Tgg = 3Tss: In order to formulate the optimization problem for the

maximization of (7), we first observe that only signals from
the same node and with the same period are packed into

time at(z - N +w?, ,) - T. from the actual message periodhe same messageFor eachn € N, we defineP" =

pm? - T.. {p1,...,ppn} as the set of differensignal periodsof node
n, and for each periogp; € P", we introduce the set of
. (Wi, ) = Wiy k1) —Pmﬁl‘ T for k # 1 signalsSy. = {Sy. 1,...,Sp, ,rn } C S™ with periodp;. The
ok (w? .+ NEp —w? yyn ) — pmnm‘ . T. otherwise Signals inS; have to be transmitted in at maBY,  different
’ o 9) messages/;) ;,..., My g. . For each such message)
The averagdtter per messaga/”, in one FC is the, = k=1,..., Rg. and for eacﬁ signaS{;j,i € S;}j, we introduce

n . o
(0 Jm )/ N&. The averagditter per nodeevaluates to @ binary variablesy ., whereap ;, = 1 means that the
Jn — Zcﬁn J7and the averagjitter for the SSis signal S;}” is packed into the messagégj,k and otherwise
m=1m z, ;. = 0. With the additional constraint that each signal has

N to be packed into exactly one messa e, it must hold that
Ji="Jm (10) P Y J
n=t _ 0<al ,p<lforik=1,... R, (11)
The goal of the FlexRay schedule construction for the SS Lo ’
is to transmit all periodic messages with a minimum FID i)
allocation FA and minimum jitter.J. Different from other S oap p=1fori=1,... Rr. (12)
communication protocols such as TTCAN, FIDs are period- k=1

ically allocated to nodes due to the direct relation between .

FIDs and nodes (see Fig. 1). Thus, both the evaluation ofrfénce, for all nodes: and for all periodsp; < P, the
the performance metrics and the construction of the mess&ygnber of data bits for the messagff’ ;. is

schedule can be performed for each individual FlexRay node

without any impact on the other nodes. As a consequence, it Ry,

is sufficient to schedule the periodic messages for each node bm;j_k = ngj.i,k . bSZjv'L" (13)
n with minimum ngp(n) and J” as discussed in Section V. ' pari

C. Choice of the FlexRay Cycle Time i.e., the sum of all signal data packed into the message.

According to Section IlI-A, the FC duratidfi, is chosen as For illustration, assume that the signal set in Table | with

the ged of all signal periods, denoted Bsss, of an integer the respective amount of data bits is given. There2anedes,

divisor of T}, s 5. As an additional requirement, the schedulin%here ”09'91 ha_s5 signals V\_’ith periqoB, a”?' node2 has6
approach for sporadic messages in the DS in our compani@nals with per|10d2 and5 signals vlwth periodL. For node
paper [16] requires thaf. is an integer divisor of a variable -+ W€ ProvideRs = 5 messages\f;;, k = 1,...,5 with

) . ) 7, :
T. bs. The following argument shows that it is favorable to us{1® respective variables; ; ,, i,k = 1,...,5. A possible
: evaluation of these variables that obeys (12) xg?‘m =

the largest possible value @t, i.e., T, = ged(T¢ ss, Te,Ds)- . . f h )
Assume that the configuration in Fig. 3 (a) is chosen f8.22 = @331 = ¥342 = 351 = 1 andag,, = 0 for

schedule) messages frord nodes, wherd, > Tss — 6 Tsrg &Nl Other combinations of andk. Then, the signals; 3, S 5

and such thafl. = ged(T. ss,Te.ps)- In this configuration, @€ packed n messagde; ;, and the signalss; ;, S5 ,, S3 4

it is possible to associate STSs to nodes with a granulafity ¥ Packed in messagéd; ,. All other messages are not used.

2 (STSs per FID). In contrast, Figure 3 (b) depicts the case,The FlexRay specification as described in Section II-A

where the integer divisof! = T./2 of T, is selected as the states that all messages have to fit into the STS durdties,

FC duration, while maintaining the fraction of time that igvhere the minimum and maximum value’Bfrs are achieved

allocated to the SS, i.eT}s = Tss/2. Here, the granularity When using2 and 127 two byte-words of data, respectively.

amounts to4 (STSs per FID). As a result, the messayg

of node1 cannot be scheduled. Consequently, it is favorableiyge that the choice df in Section 11I-C is not affected by this approach

to choose the largest possitilg as claimed above. as the resulting message periods equal the signal periods.
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This requirement is captured by the following equations. Node 1. | S | S5 | | M3,
Node
Tsts = ksts - Twr, (14) S > | Sa [ ™,
TS?TS < Tsts < TST%E (15) Node | | . | Sis | Sia | 3.5 | | Mil
20 bit - [bm2j7k/16]7'bit < ygj,k (Trst — OF - Thit), (16) | S, | S | S | Ss | S | | M3,
0<y, =<1 a7 160 Tyt

In (14), the new integer variablésrs captures that the Fig. 4. Signal data packed into messages for two examplesnode
duration of the STS has to be a multiple @%;, while

(15) expresses the limits dfsrs as given by the FlexRay
specification. Furthermore, (16) states that each messtlge w
S|zebmp has to fit intoTsrs. Here, the new binary varlableSUbJeCt to (11). (12), (13), (17) and
Yy, is 1 |f at least one signal is packed into the message n ) n (b o
J\elj »» i€, the message is used. Otherwise bgth, and 20bit - fomy, 1 /161bie < 3, - (Tasr = Or - o). (21)
bm}, Lk are(. Hence, an ILP has to be solved for each valueh.ofAs

For the example, we choosg;; = 0.1us/bit andTyyr = a final step, the objective values obtained §o« 1,...,127
3us. Also assume thabDr = 90 bit. Considering nodd as are compared in order to determine the overall optimum. Note
described above, it holds that} ; = 65bit > 0= y3, =1, thatalthough we carry out a decomposition, we still obthgn t
andbmjy , = 155bit > 0 = y3, = 1. Hence, with (14) and optimal result.
(16), Tsts = ksrs - 3us > 20.0us +9.0us = ksts > 10. The The decomposition has been applied to the two nodes in
remaining variable$my , andys , areo. Table I and a FC duration df. = Ims. Fig. 4 shows the

The objective of packmg S|gnals into frames is to maximizeptimal message set that has been determined using the Gnu
the utilization as defined in (7). We first note that this ikinear Programming Kit (GLPK) [19]. It ha$ message with
equivalent to minimizingA in (6), sinceD in (5) is constant. periodl and2, respectively, and messages with peridd The
It holds for each messagM”] w that the vaIueAg , inoptimal STS duration i€srs = Tglg = 30.0us > 20.0us +
(4) evaluates toA” K=Yy i Tsrs/(pj - To). Comblnmg Or it S.t. signals withl60 bits (i.e.,10 two byte-words) can
all variables in (11) to (17$ in a vectak, the optimization be packed into each message. With (5) and (6), it holds that
problem can be written as D = 0.030 and A = 0.065, respectively. Thus, the optimal

utilization isU = 0.463.

ypj7
mmz Z Z T. (18) V. MESSAGESCHEDULE FOR THESTATIC SEGMENT

n=1p;eP" k=1

In this section, we assume that an optimal message set
has been found as described in Section IV. Hence, we can
turn our attention to the message schedule construction for
the case of scheduling without jitter (Section V-B) and with
minimized jitter (Section V-C). Since the scheduling perhl
pack™(My. ) ={Sp, i € Sy, lxy, i =1}, (19) can be solved independently for different nodes as disduestse
the end of Section 11I-B, we consider a generic nede N

subject to the constraints in (11) to (17).

The output of the minimization in (18) is (i) the optimal
value for the STS tim&srs, and (ii) the packing mapack™
for each nodeu: for eachM) , with y . =1, it holds that

e., together we arrive at thepumal STS timeand the

optimal message séb be used for scheduling in Section V.

In our example node, it must hold thatyd ; = y3, = 1 A. Scheduling Restrictions without Jitter
such that two messages accommodate the signals with periotf all messages inM" have to be scheduled without
3. Accordingly, (19) implies thapack' (M3 ;) = {S3 5,555}, jitter, then N§» = lem(pm7,...,pm%.) has to be chosen.
andpack' (M3 ) = {531,539, 534} Furthermore, there is a fundamental restriction on the agsss

Unfortunately, combining (16) and (14), and (18) and (1#4), periods. Assume that1™ contains four messages with periods
turns out that the optimization problem in (18) imanlinear pm?7 = pm% = 3 andpm} = pm} = 6. Then, withNZ, = 6,
integer programmingNIP) problem. However, investigatingthese messages can be scheduled without jitter in the same
the particular structure of our formulation, the NIP can bEID of the FlexRay schedule as depicted in the left part of
decomposed in amteger linear programmingroblem (ILP) Fig. 5 (a). The number of allocated FIDsrigip(n) = 1. Now
and an enumeration over a finite number of valued@fs. assume thatm?} = 7. As can be seen in the right part of Fig.
To this end, instead of including (15) into the optimizatiors (a), M7 cannot be scheduled in the first FID as it would
we perform a separate optimization for each possible valueasollide with the other messages. Hence, nd, = 42, and
Tsrs, i.e., Tsts = Tépg for b = 2,...,127. The remaining although the new value gfm] is larger than the old value,
optimization problem for each value bfis thus the new number of allocated FIDs evaluatesutap (n) = 2.

The notion of arx-groupformalizes this issue.

yp] Definition 5.1 (X-Group) Let z,y € Ny be non-negative
mmz Z Z (20) integers, and) < y < z — 1. Then the STSs in the FCs
n=lp;€Pm k=1 y+i-xz, i€ Ny for an FID form an x-group for that FID]
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M?] M7 M 111 ] [ ] B. Message Schedule without Jitter
I @ T M3 4(7) 6(2) : : : : Based on the results in the previous section, we now
Nsp [MZ[ Nsp |MJ construct message schedules without introducing jitter.
=6 [MD| =42 [m] l/ BIRE [ 1) Ordering of Messagedn order to apply Proposition 5.1,
l M3 | M3 (3 3(4) L || we define gpartial order, i.e., areflexive anti-symmetricand
M} (3) transitive order relation, " on the set of message$t™ s.t.
— | W / mimlm S| for M, M e M, M2 M if pm?, divides pm].
Y YO 1(2) BiIBIE In accordance with the result in P_roposition 5.1,_this_ paurti
: : I E g 4 T order can be relat_e(_zl to the_ respectlye schedules in Fig..5 (a)
@) . (b) ©) Observing that3 divides 6, i.e., 3|6, it holds that6/3 = 2
messages with peridgican be used to fill ong-group. Hence,

the messages in the left part of the figure fill exactly thiee
Fig. 5. (a) Occupied FIDs; (b) Partial order of message geridc) groyps, which corresponds to all slots of one FID. On the
lllustration of x-groups. . .

other hand, it is clear that a message with pefiazhnnot be

used to fill any3-group. Hence, in the right part of the figure,

a new FID has to be allocated for such messages.

This means that an x-group occupie&: of the STSs cor- 2) Message Schedule Optimization - Exemplary Study:
responding to an FID in the FlexRay schedule. For exampldaving introduced the partial order for messages, we now
the messagé/}* in Fig. 5 (a) occupies &-group. The above perform the schedule optimization. Fig. 5 (b) displays the
discussion indicates thgtgroups can be scheduled with thepartial order of messages for an example message set.egertic
same FID with3-groups ands-groups but not with7-groups. are represented by combinationgb), whereb denotes the
The following result generalizes this observation. number of messages with periadVertices are connected by

solid lines if the respective periods divide each other.
Proposition 5.1 (Coprime Message Periods)Let  M;,  Applying Proposition 5.1 to the messages in Fig. 5 (b),
and M;" be messages with coprime periods, i.ewe point out how messages can be scheduled depending
ged(pmy,,pmi’) = 1. Then Mp and M;" cannot be on the prime factorization of their periods. To support our
scheduled with the same FID without jitter. U considerations, Fig. 5 (c) illustrates the choices for deting
messages with the periods in the example message set. Here,
each column represents SSs in consecutive FCs for an FID,
Lemma 5.1 (Coprime Integer Division) Let a,b be co- Wwhere light gray boxes indicate the SSs that are used for

prime with a > b, and! := lem(a,b) = ab. Also define scheduling messages of the respective period.
i = i-a modb for i = 1,...,b. Then it holds that On the one hand, there is only oseheduling choicgSC)

(r1,...,r3) is a permutation of the s¢0),...,b— 1}. O for prime message periods such g2 and3. They have to
) o o ) be scheduled in @-group,2-group, and-group, respectively,
Proof: It is sufficient to show that levi are distinct, i.e., 55 can be seen in the three leftmost columns of Fig. 5 (C).
ri # rj Vi # j. Assume the contrary, i.er; = r; for some e denote such SC bf1), (2), and (3), and introduce the
i >j. Thenitholds that-i = k;-b+r; anda-j =k;-b+r; associatedSC countsn(;), n(z) andn, that represent the
for somek;, kj. Thus,a-i —a-j =k -b—kj-b+7ri—7j. number of messages with the SCS, (2), and (3). Hence,
As r; = r; this means that(i — j) = b(k; — k;). Observing ,, ' — 9 p ., — 3 andn s, = 4. On the other hand, there are
thati — j < b, we havea(i — j) < a-b =lem(a,b). Hence, messages with non-prime periods suchiaand 6. Messages
a andb are not coprime which leads to contradiction. B ih period4 always occupy one half of a-group (i.e., a2-
With this result, Proposition 5.1 can be proved. group of a2-group). Accordingly, we denote the associated SC
Proof: W.l.o.g. let My, and M;" be scheduled in the as (2,2) with the SC count(, 5y = 7. In the fourth column in
cyclesoy, + = - pmy, and z;' + y - pm*, respectively, and Fig. 5 (c), all gray boxes together represerit-group, while
assume thapm], > pmj. It has to be shown that there is ahe light gray boxes describedagroup. Differently, messages
FC, where both messages have to be scheduled, i.e., therenatie period6 have multiple SCs. They can either fill one third

Proposition 5.1 relies on the following Lemma.

valuesz < pm; andy < pm?, that solve the equation of a 2-group (i.e.,3-group of a2-group) or one half of a
3-group (i.e.,2-group of a3-group), as shown in the fifth
oy, +x-pmy, =op +y-pmj. and sixth column of Fig. 5, respectively. The corresponding

SCs are written a$2,3) and (3,2) with the respective SC
Wwriting z - pmy, = y - pm} + (o — o), and considering countsn, 3y andns »). Here, the additional requirement that
Ty 1= o] — oy, this is equivalent to finding am such that  n, 3) + n(32) = 2 has to be fulfilled as there are exacfly
messages with periogl

x-pmy, mod pm;’ =1y In order to achieve an efficient message schedule, the
number of allocated FID&rip(n) has to be minimized for
with z € 1,....,pm}» and0 < r, < pm}'! — 1. As pm};, each noden € N. It is the case, that at least one FID has

andpm]* are coprime by assumption, Lemma 5.1 ensures the be allocated for each coprime period, and can be filled
existence of such. B with messages whose periods are divided by the respective
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coprime period. Referring to Fig. 5 (b) and the coprimthat each message with the $€,. ;,,..., fp, ix 1+ [p;.ix) IS
period 2, the n;y = 3 messages with period are placed scheduled in af,. ;. -group of a f, i._,-group of --- of
in 3 2-groups, then(; 5 = 7 messages with period are a f,, ;,-group. LetC, be the set of all possible SCs for
placed in[7/2] = 4 2-groups, and the messages with the periodp;, and for each SG,, € C,,, denotencpj the
period 6 are placed in[n(27§/31 2-groups. Together, theserespective SC count in a specific FlexRay schedule. Then
messages occupy+ [ 5] + [~52] 2-groups, which amounts it must hold that}>, .. 7., = N, where N} is the
to [3 + 3([Z] + [“%2])] FIDs. Hence, the messages withhumber of messages of nodewith periodp;.
periodsl, 2,3, 4,6 occupy We consider Fig. 5 (b) as an example. It holds tR4t=
_ 3, 1.7 n(2,3) {1,2,3,4,6} andFs = {2, 3}. The possible SCs for the period
nem(n) n(l)j (21 +"<23(2E21 I (22) 6are(2,3) and(3,2), which implies thats = {(2,3), (3,2)}.
+Hz+ 3757 ] Hence, it must hold thel,, o, ne, = 2.3+ (s.2) = N =
FIDs (or 1-groups), wheren, 3) + n(32) = 2 must hold. 2, which corresponds to the constraint in (24).
Considering the restriction fot(, 3y andns 2y, and defining Furthermore, we introduce the map” : N — 2N sit.

X = [n(2,3),n(3.2)] as the vector of all unknown variablesfor k¥ € N, F"(k) := {f € N : (k- f)|p for somep €
the optimization problem for our example is P and f is prime}. In this expression2" is the power set
. of N, and F™ maps an integek to all prime factorsf in N
n%%nnpm(n) (23) stk f divides a period inP™. ChoosingX as in Section

V-B2, the optimization problem can be formalized as

: ngyy o 1 n(s1,f2)
H}%nn(l) + 2 fl1 + f1 > 7102 =+

n(2,3) +13,2) = 2. (24) frEF™(1) f2EFM(f1) 27)

subject to the constraint

1 1 n(f1.--e fr)
Due to the ceiling operators with variable operands such D R e fkan(%_..fk ])[ el
as [n(,3)/3], the constraint optimization problem in (23) is
a nonlinear integer programming problem (NIP). Forturnyate’subject to the constraint
(23) can be linearized and then solved by integer linear
programming (ILP). To this end, we outline a method to re- Vp; € P": Z Nep; = Ny
place all ceiling operators by linear expressions. For eam cp; €Cp;

evaluatlng the termin s 5)/2] can be subst!t_uted b.y the linear Analogous to the previous section, (27) can be transformed
expression(n s 3) + k(2,3))/2 with the additional linear con- into an ILP by replacing each operatiomy, ./ fi +
straintn s 3) +k(2,3) = K(2,3) -2, and the new positive integer by iy R g+ D) V\;il{};l.,tﬁe addi-
variableskz 3) and Ky 3). In the latter expression, adding theJ ., constrz(a'iﬁlﬂ("f: f-)(.‘:.k}.(’fz A=K

smallest feasible value a3 is equivalent to carrying out fi- Considering the problem formulation in this section, it is

the ceiling operator. Theni(; 3) = (”(23)/21' Employing readily observed that the message schedule computation can
this technique for each ceiling operator with variable apets be automatized. Given the number of messages with their

in (22) s.tarting. from the inn.ermost. ceiling operators, anr%spective periods, the linearized version of the optitiona
Zugmellgtlnngvvnh Zhe new variables, i.eX = [n(z3). n(3,2), problem in (27) can be algorithmically formulated and then

2.3): K3,2), K2 k3)s K2,2), K23), Kz,2), Ky, Kol solved by an appropriate computational tool such as GLPK.
the linearized optimization problem is

min nrpin(n) = minnq) + K) + K) (25) ¢ Message Schedule with Jitter Optimization

with the constraints In the previous section, the message schedule was con-
N + ka2 =2 Kaoa), struqted su_ch that_all messages are schedule__d WiFhout jitte
nes) +kes) =3 Kag), In this section, we investigate the case, where jitter BV\_Z&U .
ne2) + ke =2 Kaa), for certain messages. To Fh|s end, we discuss the configarati
ne + k) + Koo + Koz =2 Ka), ( in Fig. 5 (b), .vvhere.ptter is allowed for a number 6f}';;; ..
ne) + k@) + Kao) =3 Ka), messages with penod: Then, such message can be placed
N(23) +N(s2) = 2. into any freex-group withz < 4. Accordingly, we extend the

. . . ... graph in Fig. 5 (b) with the additional choices for messages
Using _GLPK, it could be verified that the optimization period 4 as indicated by the dotted line, i.&:groups
pr_oblem n (25) is solved fo' = [0,2,0,0, 1, 1’_4’ 0,1,4,2] can be used. We define the variablg, , that represents the
with a minimum number ofipip(n) = 8 FIDS, i.e., the Wo ,mper of messages with periddthat are scheduled with

messages with periofl are used to fill -group. __the SC(3). It must still hold that the number of messages
3) Message Schedule Optimization - General FormulatioQ. o quied with period is equal toN?, i.e
49 1+

Based on the ideas in the previous section, we develop a

general formulation of the optimization problem. L&}, = Z Ney + g3y s = N (28)
{fp;1,-- -, [p; i} D€ the multiset of prime factors per period c1eCa '
p; € P". Then, each permutatidif, i, ..., fo, ix_1> fo.ix)

of 7, represents a SC of messages with pefipth the sense  2The iterative summation stops whef - - - fi, € P™.
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L TABLE Il
However, as some messages can be placed with jitter, we SIGNALS OF THE SAE BENCHMARK
obtain the additional constraint Sender T T 1 5 3 a 1 1
# signals 2 1 1 2 1 1 1
n(3)a4 < Njigter- (29) [ perodisize | B (208 | 18 | 18 | 18 | 20/8 | 20072
In order to include the jitter in the objective function, we #S;g‘rjlgs 2 g’ i’ i i g 613
evaluate (9) for our special case. Assume that a message Witheriodrsize || 178 | 2/8 | 20071 | 20072 | 2078 | 20078 | 20071

period4 is scheduled with period. It holds that3 and4 are
coprime. Hence, because of Lemma 5.1, within(4, 3) = 12
FCs, the jitter for3 occurrences of the message assumes all , , . _

the values betweedT. and2 T... Thus, the accumulated jitterirsg;ﬁesgﬁan;l sei ';NSF; i) ll)cin(l’ 2,20,200) = 200. We
within Ng, FCs isNg - ged(4,3)/lem(4,3) - 327 i - T, = MT = LS = JU DI Thic.-

. ] ] We first examine the case where each signal is scheduled
3T,. Summing up this expression for all messages that are

I . o In"an individual frame. All of the signals can fit into the
scheduled with jitter yields the overall jittefy' as smallest frame with a payload &2 bit. Then, with (1) and

Jy =mnz)4 - 3. (30) (16), TsTs = 15 us = 150 bit 73¢. In this case, we compute
the utilization as expressed in (7) &= 0.06. If, in a naive

Combining (22) and (30), the optimization problem for the,, oach each message is also allocated an individual FID,
case with jitter can be formulated, whesg is added to the o 4 — 22 FIDs are allocated. When we schedule these

sum with a weighip. messages without jitter as presented in Section V-B, the FID
allocation is reduced t@'A = 15 slots. Next, we apply our

min  ny) + [E2 4 L([Ren] 4 [EeaT)]4 frame packing approach presented in Section IV to the same
+’—n(3)+n(3)y4 LArsan s e gm §igna| set .followed by compgting an _optimal schedule withou
3 3172 To-Ngp 74 jitter. In this case, e.g., the signals with period0 of node6

subject to the constraints in (24) as well as (28) and (292" be pa_cked into one frame. Hence, the utilization ine®as

The term1/(T.- NZ) - J} reflects the number of FIDs thatto the optimal value ol/ = 0.11 and the FID allocation is
can be completely filled with the accumulated jitter. Henee, further reduced to the optimal value 6fA = 9 slots. _
specifies how much jitter is tolerated while using less FIDs. 1€ same signal set was scheduled on the TTCAN bus with

For our example, the optimization problem has been lifdilizations of U' = 0.095 (without frame packing) and/ =
earized analogous to (25), apd= 1 has been chosen. SolvingQ-105 (with frame packing) in [18]. On TTCAN, the utilization

the optimization problem with GLPK yields a smaller numbgfProvement(0.5%) is small compared to FlexRag3.3%).
of 7 FIDs, wherebyns) 4 = 1, i.e., 1 message with period This reflects the fact that FlexRay exhibits a large framing
4 is scheduled with period. The jitter for these messagesPverhead especially for small signal sizes, and highligiés
evaluates toJ} = n(s 4 - 3T. = 37T. per scheduling period. relevance of signal packing for FlexRay scheduling.

Analogous to Section V-B3, a general formulation of the DU to the high FlexRay bandwidth 6f = 10Mbit/s, the

above considerations can be derived which is not in the scdfaction of C' that is demanded for signal data of the SAE

of this paper. Thus, the computation of the optimal messagignal set as defined in (5) is relatively low: = 0.0015. Next,
schedule can be automatized given the additional infoomati"e extend the SAE signal set to point out the characterisfics

about the messages that tolerate jitter and the parapeter FlexRay schedules derived by our optimal approach for highe
values ofD.

VI. APPLICATION TO BENCHMARK EXAMPLES ) i ) )
] ) B. Extended SAE Signal Set: Benefits of Signal Packing
We apply the frame packing and scheduling approaches

presented in Section IV and V to the SAE benchmark sign_alIn tqday’s cars, more tha%OO_signals are exchgnged over
set [14] in order to analyze general characteristics of Régx in-vehicle networks [1]. Accordingly, this study invesiigs

scheduling. The SAE set comprisza signals whose periodsthe benefits of signal packing as introduced in Section IV
Eor signal sets of relevant size. To this end, in each of the

are integer multiples o ms, and that are exchanged amon ? ) X X
6 nodes (see Table II). In addition to scheduling the origin Qllowmg experiments, we f|r_st construct an extendgd digna
Set by randomly choosing signals from the SAE signal set

SAE signal set, we investigate modifications of this set. q doml o h sional ; q
particular, the impact of varying theumber of signaldo be and randomly assighing €ach sigha t_o one of theodes
until a given value ofD is reached. We increade gradually

scheduled, thsignal periodsand thenumber of nodem the ) i
up to 0.7 where the total number of signals is more than

network is studied. All experimental results have beeniedrr X 4 i
out using GLPK [19], and for each data poinj0 sample 9700. Then,.we apply our optimal sgheduhng approach tp this
runs have been evaluated. extended signal set both after optimally packing the sgnal
to messages (“Packed”) and scheduling each signal in an
] ] individual message (“Unpacked”) as indicated in Fig. 6.
A. Basic SAE Signal Set Fig. 6 (a) shows that the utilization increases uplto=
As all signals are represented in multiples ®ims, we 0.7 when frame packing is applied, whereas it is less than
choosel. = 5 ms as discussed in Section IlI-C. Hence, the sét = 0.067 without frame packing due to the large framing
of signal periods ig(1, 2,20, 200} and the scheduling period overhead. As our second characteristic, the number of redjui
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0.7, 50
04 450
‘ L o0
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(2] 25 O}:‘ ——Required (Packed)
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Fig. 6. (a) Utilization w.r.t.D; (b) Required FIDs versus available STS w.ix; (c) Utilization for different numbers of nodes.

200 200 140 42 this experiment, this is mostly due to the fact that lessagn
| | / have the same period and can be packed in the same frame,
20 20 6 leading to smaller frames with a larger framing overhead. As
| | / \ a consequence, there are more available slots as shown.in Fig
2 2 3 7 6 (b). However, also the number of required FIDs increases
T 1 T~ 1// in this experiment due to the incompatibility of coprime
message periods as stated in Proposition 5.1. Hence, the mai
(&) (b) observation is that although the optimal scheduling apgroa

in Section V enables the message schedule construction for
Fig. 7. Partial order of signal periods: (a) SAE set; (b) Eeted SAE set. large signal sets, the schedulability is decreased if owogri
periods are introducetl.

FIDs is depicted in Fig. 6 (b) together with the respectiv®. Extended SAE Signal Set: Increased Number of Nodes

number of available static slots per FC. For both message set|n-yehicle communication in today’s cars involves uprto
constructed with and without frame packing, there exists ECUs exchanging Signa| data [1] In this experiment we Study
value OfD, where the number of required FIDs exceeds th:ﬁe impact of emp'oying a |arger number of F|exRay nodes
number of available slots, i.e., not all of the required Ftas \vhile keeping the fraction o’ that is demanded for signal
be allocated to achieve schedulability. This value is $§gh gata constant at values @& = 0.1, D = 0.3 and D = 0.45.
less thanD = 0.6 (8400 signals) for the message set withrhat is, we randomly assign signals from the extended SAE
packing, while it is around = 0.05 (750 signals) for the sjgnal set in Section VI-B to up to2 FlexRay nodes until the
message set without packing due to the very small utilinatiorespective value ob is reached, and then apply our optimal
Together, the experiments in this section suggest that itf{ame packing and scheduling approach.
essential to apply signal packing for FlexRay in order tohbot Fig. 6 (c) shows that the utilization achieved by frame
support an efficient bandwidth use and achieve scheduiabilhacking decreases with an increasing number of nodes for
even for small signal sets. each value ofD. This is due to the fact that only the signals
from the same node can be packed together in the same
C. Extended SAE Signal Set: Impact of Signal Periods  frame, and the number of signals per node decreases with

The SAE benchmark set only contains signals with perio € mci_reasll?g num_ber dOf nodes. W|t2 r‘;he saThe argurlljﬂent,f
that are multiples of each other as shown in Fig. 7 (a). Net '€ optimal frame Size decreases, and hence, the numboer o
we examine the impact of introducing signals with coprim@va"able slots increases on networks with more nodes (gee F

periods. To this end, we extend the SAE signal set by addiﬁp Con_versely, owing to the decreased utilizgtion, the Inem

45 signals with periods from the €8, 6,7, 42, 140} to the22 of required FIDs gxceeds the number of available slots.as the
signals of the original SAE set. The partial order of messal ymber Qf.nqdes Increases for=03 and D = 0.45. In this
periods is as illustrated in Fig. 7 (b). We then apply fram onte_xt, |t_|s interesting to _n_ote, that a Iarger_valudbfeads
packing to these signals for increasing valuesiofollowed _to a violation of schedulability for networks with fewer rexsj

by the optimal schedule computation. The results are degict-- trllz more nott)zles ar:edcoln(rjlected on a FlexRay bus, the less
in Fig. 6 (a) and 6 (b) by the curves labeled “Other periods®9"2 ata can be scheduled.
The utilization achieved for this second extended set ISsNote that, according to Proposition 5.1, this is not a litiota of our

slightly lower than for the first extended set (see Fig. 6.(&)) approach but a inherent property of scheduling periodicsagss on FlexRay.
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Fig. 8. Required FIDs versus available STSs for differemhbers of nodes.

[12]

[13]
VIl. CONCLUSION

In this paper, the message schedule construction for e
static segment of the FlexRay protocol is investigated, i.¢15]
the transmission oferiodic signal data is considered. To
this end, a formal description of the scheduling problem h':_,e]
established, and appropriate performance metrics sucheas t
bandwidthutilization and the number oéllocated FIDsare
introduced. Furthermore, the message schedule consinusti [17]
decomposed into two subproblems.

First, the given periodic signal data have to be assembled
to periodic messag&amesthat can be transmitted on th
FlexRay bus. We formulate a nonlinear integer programming
problem (NIP) to address this issue, where the bandwidf$!
utilization of the bus is maximized. The NIP is then reduced
to a linear integer program (LIP) by evaluating the prosrti
of the FlexRay static segment.

Second, it is desired that the periodic messages obtained
in the first step are scheduled periodically while obeying tt
FlexRay operation. To solve this problem, we propose an IL
that exploits the properties of the message periods in orc
to minimize the number of allocated FIDs. Here, both th
cases without jitter (no deviation from the periodicity)dan
with minimum jitter are studied.

General characteristics of FlexRay scheduling have be
assessed by an experimental study that applies our optirt
frame packing and scheduling approach to a benchmark signal
set. It can be concluded that frame packing is essential to
achieve a satisfactory utilization, and that less signéd dan
be scheduled on a FlexRay bus with a larger number of nods»
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