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Abstract—The FlexRay communication protocol is expected
to be the de-facto standard for high-speed in-vehicle commu
nication. In this paper, we formally investigate the schediing
problem for the dynamic segment of FlexRay. We take the
bounds on the generation times and the timing requirements
of the signals into consideration to propose a reservation dsed
scheduling approach that preserves the flexible medium acse
of the dynamic segment. In order to obtain efficient schedukg
we formulate a nonlinear integer programming problem (NIP)
that minimizes the required duration of the dynamic segment
This NIP is then decomposed into two linear binary integer
programming problems to facilitate the computation of feasble
message schedules. An experimental study illustrates ouraasage
scheduling approach for the dynamic segment of FlexRay.

Index Terms—Vehicular communication networks, FlexRay,
real-time, scheduling, integer programming

I. INTRODUCTION

these demands are Time-triggered CAN (TTCAN, [4]), Time-
triggered Protocol (TTP, [5], [6]) and ByteFlight [7]. TTGW
and TTP aretime-triggered technologies with predictable
medium access, whereas ByteFlight is based on flexible Time
Division Multiple Access (FTDMA), which aims at an effi-
cient bandwidth use.

FlexRay in-vehicle communication networks was founded
as an industry consortium by BMW, Daimler-Chrysler, Philip
and Freescale in the year 2000 [8], [9]. Currently there are
more than 150 members in the consortium, and the first series
production car with FlexRay was on the road in 2006. FlexRay
has a static segment with TDMA operation and a dynamic
segment with FTDMA operation. It is expected to be the new
de-facto standard combining the advantages of time-treghje
and FTDMA communication [2]. It provides two channels
with a bandwidth of 10 Mbit/s each, enabling applications

ECHANICAL and hydraulic components in vehicIesSUCh as x-by-wire which were not realizable with CAN.

have been replaced by electronic components since th&’he dynamic segment of FlexRay is designed to accom-
1970's. These in-vehicle electronic systems emg@lmsctronic  modatesporadicreal-time messages which are generated by
control units(ECU) which are embedded systems with, e.gevent occurrences and have to be transmitted before their

a micro controller, sensors and actuators. Communicatideadline To this end, it is required to find feasible message
networks enable the information exchange among ECUs dohedules that meet the timing requirements. Previous amwrk
support most of their tasks. Today more than 70 ECUBke FlexRay dynamic segment mostly provides methods to test

exchange around 2500 signals in luxury cars [1], [2].

if a given schedule is feasible [10], [11]. In addition, omedy

The communication networks in vehicles transmit signfl2] analyzes and evaluates deadline monotonic scheduling

data encapsulated imessagesMost of these messages are
real-time messages, i.e., their timely delivery must bergua[\o

anteed. Technically, pre-computetessage schedulésve to
be supplied to meet such timing requirements.

in automotive electronics, the communication must be effici
to provide system extensibility.

One of the first in-vehicle communication networks fo

automotive systems is the Controller Area Network (CA

[2], [3]. It can provide bounded delay communication among
ECUs at data rates between 125 kbit/s to 1 Mbit/s, and JIs
currently the most widely used in-vehicle network. However
it is not suitable for novel applications such as electron
components of power train or x-by-wire applications, whic

In additiorn
considering the fast growth in the number of ECUs and signaﬁ%

Different from the previous work, we propose a method
synthesize efficient and feasible message schedulesdBas
on a formal problem description, our approach determines th
guired system parameters such that the sporadic messages
are delivered on time. Adopting ideas from our work in [13],
we consider the bounds on the message generation times
(r':md the timing requirements for message delivery of the
poradic messages to reserve bandwidth for each message
hile maintaining the benefits of the FTDMA operation of
e FlexRay dynamic segment. In our framework, we define
appropriate performance metrics to measure the efficiefcy o
each schedule. Then, Integer Programming is applied tatsele
ﬁ%e most efficient feasible schedule.

are hard real-time in nature, and require high-speed, tpbus The structure of the paper is as follows. In Section II, we
and predictable communication. The first attempts to megscribe the operation of FlexRay, and introduce our ratati
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for the system parameters. Section Il addresses different
issues related to message scheduling for the dynamic ségmen
Our idea of message grouping in order to reduce the bandwidth
reservation is first discussed in Section IV, and then enmgzoy

in Section V to find optimal message schedules. Section VI
presents experimental results, and conclusions are given i
Section VII.



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY 2

| SS T i:’lsl TTTTTTT] Swl NITl scheduled in the SS as studied in [14]. In this paper, we
1 2 345 6 investigate the transmission of sporadic messages in the DS
| [T o T[] e [f [T | I_.I Our representation of the timing properties of sporadic
messages follows the lines of related work in [12], [13],]A5
- ey [ n [ [ - g L2 LSl

[17]. For each sporadic message, there geadlinewhich is

the largest tolerable time interval between the generatiuh

the transmission of the message. In our work, the deadline

includes the message transmission time as well as the maxi-

mum jitter of the message as defined in [10]. In addition, the
Il. THE FLEXRAY PROTOCOL recurrence of a sporadic message is described by its minimum

The FlexRay protocol defines two channels that operateiater-arrival time denoted ageriod which characterizes the
a bandwidth ofC' = 10 Mbit/s each leading to a bit time of minimum time interval between two consecutive message
it = 0.1 us. In this work, we consider message transmissioggenerations.

Fig. 1. FlexRay cycle description.

on one FlexRay channel. The sporadic messages of a nodec A constitute a
set Mg = {M7,..., Mg }, and the entire set of sporadic
A. Description of the FlexRay Cycle messages is denoted dgls := Uf:[:l M3. Each sporadic

The operation of each FlexRay channel is based Onnfssagd%}; < M§ haﬁ a} perir(])cbnzﬁl .and dea‘]f'””effmﬁv
fixed-duration, repeatedly execut&dexRay cycle(FC) that \t’;’ eredm, i pm,. The ,en?td,lmmh(m MS) OI ]dwm can

is time-slotted [8]. The FC comprisesssatic segmen(SS), € qompute as in [8], including the signal atp in

a dynamic segmentDS), a symbol window(SW), and the multiples of two Byte words, the FlexRay framing overhead
network idle timgNIT). The SW and the NIT provide time for Sy 4 bit +Op and the communication-free DYS idle phase.
the transmission of internal control information and poate 1" = [(s" - 16 bit + 57 - 4 bit + Op) i /Tus], (1)
related computations. The duration of the FC, SS and DS,

which are fixed during the configuration of a given system, ag¢ pynamic Segment Scheduling: Issues and Previous Work
measured in ms and denotedRs Tss andTps, respectively. o o ction of the FC requires the offline computation

A generic FC is depicted in the upper part of Figure 1.
'?‘he SS is similgr to TTP [6] pafnd %mploys gthe TDMAOf several system parameters. The FC durafiprhas to be

. R . . chosen considering the bandwidth and delay requirements of
approach. The investigation of the SS is not in the scope ??e messages that are scheduled in both the FlexRay SS and

et o o perent oo M and tho st o te SS andTi of the OS
b ) b bap ve to fulfill Tss + Tps < T.. Hence, it is desirable to

for a detailed description. The DS is similar to ByteFligh eepThs as small as possible in order to accommodate the
; DS
[7] and employs the flexible TDMA (FTDMA) approach. Thebounds given by the SS and the FC time which depend on

smallest time unit in the DS is theinislot (MS) with a T
duration of Ty (in ms), and the DS contains a fixed numbetrhe message properties in the SS and the DS. Furthermore, a

of Nps MS, whereNps < Nps max — 7994. The DS consists unigue assignment of.FIDs to nodes _has to guarantee that the
. ; : : messages are transmitted before their deadlines.
of consecutivalynamic slot§DYS) that are superimposed on

. . . Since FlexRay is fairly new compared to the legacy bus
MS. If a message is transmitted in a DYS, then the length 8’Eandards such as CAN, the literature on the DS is limited. In

:?:nsDr:iislif)neq(L)j?\et?wzgg T#énlt;ir 3: 2?Sthzegsgdisfo(;nrgel\izaggrticuIar, most approaches assume that the above paramete
: LT 9 "have already been determined and suggest a schedulability
Each node maintains slot counterto follow the progress . o X
analysis to verify if all message deadlines are met. [18]

of th? I.DS' Itis |n|t|a_l|zed tol at the beglnnl_ng c_>f each FC, erforms a basic analysis of FTDMA (based on ByteFlight)
and is incremented in every DYS. The arbitration procedure : A : .
. nd provides guidelines to find the maximum FID such that
ensures that only frames with a Frame Id (FID) that equals : . .
i;(:h message is scheduled on the bus cycle where it arrives.

the current value of the slot counter can be transmitted [8]. . . .
Therefore, we interchangeably use the notion FID to expr 0] conducts a schedulability analysis for the DS given the

: ) ove parameters. As an extension of that work, [11] models
the Frame ID and the value of the slot counter in the remamcfﬁre DS using service curves and investigates service bdands
of the paper. The DS in Figure 1 consists28f MS. In the 9 9

. . . messages. Theynthesiof feasible schedules is first addressed
first FlexRay cycle, messages are transmitted in the second; : s
. : N, '[12], where a Deadline-monotonic (DM) approach for
fifth, and sixth DYS, whereas the length of, e.g., the second - ;
. assigning FIDs to messages is proposed to comfigte
DYS is 6 MS. . ; :
In this study, theresponse time®f the sporadic messages
are minimized, since feasible schedules are achieved if all
B. Messages response times are smaller than the respective message dead
We consider a communication system that consistgVof lines. Our approach directly synthesizes feasible sclesdhht
nodes(ECUs) which are connected by FlexRay, whire set minimize Tpg by employing the knowledge about the message
of nodesis ' = {1,..., N}. The nodes exchangeeriodic deadlines.
and sporadic real-time messages which are transmitted in We provide a simple example to demonstrate drawbacks

FlexRay FramesWe assume that all periodic messages arelated to the DM assignment of FIDs to messages.
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M? 112 25 8 M? 4 allocated to the nodes do not directly indicate the frames to

@) (b) be sent but indicate the nodes to transmit in a given DYS.

To support reservations as described above, the CHI of each
node contains a buffer for each related FID (see Fig. 3 (b)).
The host implements periodic scheduling tabl€¢PST) per
allocated FID that indicates the FCs in which the FID is to be
Example 1 Let the nodes inV' = {1,...,8} communicate used for message transmission. For each used entry in such a

using FlexRay wit, = 5 ms, and let the message setg = PST, the host maintains a corresponding priority queue (PQ)
{M},..., M3} in Figure 2 (a) be given. Here, we require thathat holds the messages to be sent with the respective FID
pm? = dm? for n = 1,...,8. Furthermore, it is given that and FC sorted by increasing deadline. Then, in each reserved
the length of the DS is limited tdVpg = 120 MS. DYS, the highest-priority sporadic message, i.e, the nggssa
Assume that all messages arrive at the beginning of the Dgth the smallest deadline in the PQ associated to the curren
Consider the arrival of messages in Figure 2 (b) A|thoﬂ,gﬁ] FCis assigned to the buffer of the respective FID in the €H|
arrives in FQV, it cannot be transmitted before BCand hence  Figure 3 shows the software architecture for a FlexRay node
misses its deadline. This is due to the fact that becauseeof that is configured to schedule sporadic messages with FIDs
repeated arrival of/?, M and M7, there is always a message2: 3,5 (compare Figure 1). In the PQ, the priority increases
with a smaller FID to be transmitted, while the remainingPward the lower part of the figure. The PST for F2zhooses
DS is shorter tharm?. Note that this arrival scenario can benessages from two PQs in alternate FCs, while the PSTs for
extended such that/? is not scheduled indefinitely. the FIDs3 and 5 provide access for messages in one PQ in
The drawback of DM scheduling is that each message&8ch FC. In the first FC, the sporadic messagesd e are
transmitted in the first DYS where it fits: wheid arrives (FC assigned to the DY8 and5 as indicated by the solid arrows,
4), there are2 more FCs until its deadline (FE). However, While no message is present for the D¥SThe messageg

M¢ is scheduled in F@ and M? misses its deadline. [1 With a lower priority thane has to wait untile is transmitted,
while z can be transmitted with FIR in the next FC according

to its location in the PST.

Fig. 2. (a) Message set; (b) DM scheduling.

In this paper we proposestheduling policywhich tackles
this problem. Weeservebandwidth in order to provide DYS
with certain lengths and periodic recurrence. Then, messag i
can be assigned to these DYS such that they are only trans-’ i .
mitted in their reserved DYS. Based on this reservation,idey Scheduling Issues for the Dynamic Segment
our scheduling approach determinfesisible schedulesuch In our scheduling policy, each messabg! is mapped to
that a guaranteed opportunity exists for each message toabgpecific DYS which has at least), reserved MS at least
transmitted before its deadline while the duratibss of the every time period oflm],. Considering that on the one hand,
DS is minimized and the duratioft, of the FC is chosen M., can be generated during thén, interval only once
respecting the joint requirements of the SS and the DS @sn), < pm.,), and on the other hand, the DYS reoccurs
described in Section IlII-C. before the deadline of\l}}, it is sufficient to transmitd;},

It is important to note that the FTDMA structure of the DSluring the reserved DYS such thf? meets the deadline. In
is preserved. If the messages to be transmitted in a resertleel following, we formalize this idea.

DYS are not ready at the time of the DYS, then the DYS is A reservationR for a noden is a 4-tuple (n, rp, w, ) with

only 1 Tyis long and the next DYS can start immediately. thereservation periodp € N, the offsetw € {0,...,rp—1}
and thereservation lengtti € N. In our scheduling framework,

D. Software Architecture R stands forl MS that are reserved at all FGs - rp + w),

€ Np, while 1 MS is reserved in the remaining FCs.

nce, thebandwidth reservatiorper FC for a givenR is

r = l/rpMS. Two example reservations for a node

are depicted in Figure 4 (a), whe®, = (n,2,0,5) and

M ESSAGESCHEDULE FOR THEDYNAMIC SEGMENT

As specified in [8], the components of each node are a h@st
and a communication controller (CC) that are connected by
controller-host interface (CHI) as shown in Fig. 3 (a). Irro
framework, the host provides the scheduling functiondtity
the sporadic messagea the DS, while the CC independently IHere, we assume that ties among messages with the samendeardi
implements the FlexRay protocol services. Hence, the FIBsolved according to a pre-determined rule.
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FC M2, M2, M3, M4, M5, M8 as discussed in Section II-B and’lf is chosen larger than
[ R [T © v dm!* , transmitting M multiple times in the same FlexRay
TR T 2 [Ru[Re[Ra[Ra[ [ [[[[[[]] cycle does not guarantee thaf], meets the deadline. The
M8 interval between the last transmission/df’, in the DS of the
LRI 2 TR TR TR | 1 previous FC and the first transmission/df’, in the DS of the
(I 3 current FC can be longer thahn”,. Hence, it must hold that
R [ R I[TTTT] 4 ' M7 T, < dmm_m wheredm,,in is the minimum deadline among
5 | [RIR[R[R]_Re | 2 all sporadic message deadlines.
Dmmm An additional constraint is illustrated in Figure 4 (b), whe
- (a? M shaded areas indicate the transmitted messages. Assuime tha
Mp, arrives . | RS | RB | R7 | 3 T(Mﬁl) = R3 and rp3 = d’I”I’L;LI Let R1,Rs,R3 € R with
LTI f™"(R1) =1, f*(R2) =2 and f*(R3) = 3. In the worst case,
miss M8 M arrives at MS3 of FC i and misses its reserved DYS
[RI R R j | [RIR[RIRJIIIIIIIT] 4 by 1 MS. M) is thenn t_ransmﬂtegl in the next FCwith the
b) © reserved DYS forMm, i.e.,j = i+ rps. _SupposeRl anq
( R, take up the indicated number of MS in FCas shown in

Figure 4 (b). Asf"(R1) < f"(Rs) and f"(R2) < f"(R3),
the scheduling o\, is delayed in FGj, and M}, misses the
deadline. This deadline miss is less than as it is due to the
relative MS positions between arrival and transmissiongf
Ry = (n,3,1,7). The respective bandwidth reservation pep FC; andj, respectively. This can be prevented independent
FC evaluates tdBg, = 5/2MS andBg, = 7/3MS. of the FID assignments {frp3 +1)-T.. < dm,. Following this
Each reservation for a node provides a recurring DYS concept, we denote the requiretessage reservation period
for at Igast one message iMg. Denoting the set of .aII for a messag@/” by rpm? :=dm" /T.— 1.
reservations fom as’R" and the overall set of reservations Haying determined the message reservation period for each
as R = {J,_; R", this assignment is expressed by thgyessage inMs, a good choice for the FC tim&, is the
mapr : Ms — R, i.e., we require that there is onlygreatest common divisqged) of all message reservation pe-
one reservation for each message.s. Furthermore, if riods, since this choice enables reservations with the maxi
r(My,) = (n,rp,w,l) for My, € Mg, thenrp - Tc < dmy, allowable scheduling periods. We denote this parameter as
andl > Imy;, must be satisfied such that the corresponding, . Furthermore, our result for the SS in [14] indicates that

DYS can accommodate the length bf;, and M, meets its 7. must be an integer divisor of a paramefers. Hence, we

deadline. Together, our goal is to determiReandr while  propose to use the FC tine = ged(Te ss, To.ps)-

optimizing the performance metrics defined in Section UI-D' For notational convenience, we express” , pm”,, rpm?™,
andrp; in the units ofT. for the rest of the paper. In particular,

B. FID Assignment we now haverpm]), = dm}, — 1, i.e., it must be satisfied for

In order to relate the reservation idea to the softwarefeasible schedule thatif M) = R, thenrp < rpmy,.

architecture in Section I1-D, we note that each reservatiam  We revisit Example 1 in Figure 4 (c) where our reser-

to be associated to an FID and entries in the correspondi@fion based scheduling is applied. Here, each message has

PST with their respective PQs. In Section V, we presentMi) = R; and f(M{) = i — 1 with rp; = dmf| — 1

Fig. 4. (a) DYS reservation; (b) Worst case deadline missEf@ample 1.

an optimization approach which guarantees that every FAmd ¢ = 1,...,8. The shaded areas show the reservations
assignment that obeys the following rules can be used tftat are used to transmit the messages with the arrivalrpatte
schedule the sporadic messages. analogous to Example 1. In our approagdh has a reserved

Let 7™ be the set of FIDsssignedto each node:. The DYS to be transmitted everyps = 5 — 1 = 4 FCs. Although
map " : R® — F" that relates each reservation to an F||j\417 with a smaller FID arrives in FQ, it waits for its next

has to fulfill the following conditions: reser\_/ed _DYS in FQ3. Thus, M_l8 is transmitted befc_)re i_ts
(i) FIDs are uniquely assigned to nodes as stated in [8]. deadline in the reserved DYS in FZ; and schedulability is
(i) FID 1 is assigned, achieved withVps = 120 MS.

(i) FID assignments are consecutive,

(iv) The total number of FIDs that are assignedNonodes p performance Metrics
on a given FlexRay DS is smaller tha¥ipg max

As long asf™ satisfies (i) - (iv), FID assignments are arbitrar¥ir

for our scheduling policy.

We introduce theycle loadL; of a FlexRay cycleg as the

st performance metric. It denotes the maximum number of

MS that is reserved for message transmission injHGr an

. ] arbitrary assignment of FIDs, considering that at most dbe F

C. Choice of the FlexRay Cycle Time can be assigned per messafgincludes both the case where
There are constraints for choosifiy such that feasible no message is transmitted for an FID (duration df1S) and

schedules can be constructed Bumy given message set. If the case where a message is transmitted R.eC R be the

a given messageé/” is restricted to be transmitted in the DSset of all reserved DYS for message transmission onjFC
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TABLE | . .
SPORADIC MESSAGES FOR EXAMPLE Altern_at|vely, we can assign/* and M3 to the same
reservation R, such thatr(M%}) = r(M7) = Ry =
Mz, EI(/I%]L E"j@?% IE’}”]% My, Egﬂnsﬁ]b E"j@?% IE’}”]%L (n, min(rpm?, rpm%), w1, max(Imy,lm%)) = (n, 2, wy, 48).
C C C C H H
M7 [ 40 5 | 3T 36 s 50 For every occurrence aR,, only one message is transmltte_d.
My | 100 | 4 6 M | 20 20 10 If M and M3 are ready at the same time, we always give
Mg | 48 8 8 M7 the higher priority asrpmy < rpm%. Thus, M7 is

transmitted according to the software architecture in iBect
[I-D. Nevertheless, the transmission f3* within rpm3 = 8
FCs after it is generated is guaranteed becadigecan only be
generated twice during FCs, leaving out at least two reserved
but unused DYS for the transmission bff'.
Li=> 1+ (Ms[=> 1)= > (=1)+[Ms| ()  The benefits regarding the performance metrics de-
RGRJ' RGRJ' RER]‘ . . . . .
fined in Section IlI-D are as follows. When assigning
As the reservations are periodic, the reservation pattern @* and M} to the same reservatior?;, their con-
the DS repeats everlRP FCs, where theDS reservation tribution to the bandwidth reservatiol3” decreases to
period RP is the least common multiplg¢lcm) of all reser- max(Im7,Im%)/min(rpm?,rpmf%) = 24 MS/T.. The maxi-
vation periods. Hence, the FC with the maximum cycle loadum cycle load fotR; NOW iS Ly,ax = max(Im7,Im%) = 48
occurs withinRP FCs. We define thenaximum cycle loads MS. Consequently, suclgrouping can indeed be used to
Limax = maxjer1,.. rpy(L;). Then, we choos&'ps = Liax, improve the performance metrics as defined in Section I1I-D.
ORI E{L L RPY R : :
and minimizeL,,.x in Section V-A to determine a feasible O

schedule with an as short as possible DS. . .
The bandwidth reservation3” = > (I/rp) and B — It can readily be observed that there is more than one
RERN assignment of reservations that includeg®. For example,

N it i i ' n n -
nzzjl B" indicate the number of MS reserved per FC for ea({/ﬁé;fonpfssiblg\{tg Z)S;S%?Wieslg?nyhmﬁe?(aiwj%zle :res4er
noden € N, and for all of the nodes, respectively. FCs. However, not all of such multiple assignments improve

The reserved MS are dedicated to transmitting specificir performance metrics. Using separate reservations for
messages, and they cannot be used to transmit new messapks.and M., the bandwidth reservation i@m?y /rpm?) +
Hence, a lowB for a given message set indicates the efficiengym? /rpm?%) = 45 MS/T., whereas when assigning them to
of the bandwidth reservation and the extensibility of théhe same reservation, the total bandwidth reservationrheso

i.e., VR € Rj, 3z € Ng s.t.j = (2 - rp+ w). Then,L; is
defined as follows:

system. We propose to minimiz8 in Section V-B. max(Im?,Im%)/min(rpm?, rpmy) = 50 MS/T, which in-
creases3". Accordingly, such groups will be excluded in the
IV. MESSAGEGROUPING optimization in the next section.

A. Message Grouping: Example

In our setting, the relevant timing properties of each me8: Message Grouping: General Formulation
sage M,, are given as the deadliném;, and the period |n this section, the construction ahessage groups.e.,

pmy,, where usuallydmy, < pmgy,. This means that not assignments of (multiple) messages to a reservation foda no
necessarily all reservations far;;, are utilized to transmit a , ¢ N is generalized. A message grogfy € M%, ¢ €N
message\/;;,. Similar to our work in [4], we propose to assigrcorresponds to the reservatigh(Gr') = (n,rp,w,l), where

multiple messages to the same reservation while preservigggr) = r(Mp) for all M7, € GI. Here, we determine
schedulability. As a result, more reservations are utlligech p = minp/m egn (rpm™) and I* = maxyzn egr (Im?) as

that the band_width reservatia is minimized. discussed in Section 11I-C and IlI-D.

The following example message set for a nades V' The construction process of a message gi@fistarts with
demonstrates this approach. The prolpertie_s of the sporaghitempty group, i.e., any messa@g’ can be added tg”.
message seM? = {M7', ..., MP} are listed in Table I. Then, G = {M}.}, g"(G!) = (n,rpm},, w,lm!,). For the
Example 2 Assume that the message&® and M in Table further.dlscussmn, we defin@M', and P?; as metrics to
| have the reservation® = (M) = (n,2,uw:,40) and check if a new messag@/” can be added to a non-empty
Ry = r(M}) = (n,8,ws,48). In this case, a number of % Leig (Gg) = (n,rp,w,1). .

(40/2) + (48/8) = 26MS is reserved forR; and Ry per 1M, denotes Te least number @#maining D:S_ that
FC. Furthermore, depending on the choice of the offsgts Can be used for/;* within a time period ofrpmy, if all
andws, it holds that eithe,,.. = 48 MS or L. — 88 MS. messages with smalle_r scheduling periodé&fhare generated
Here, at least8/rpm} | = 4 DYS have to be reservefpr M7 8 frequently as possible and scheduled befdfe
within 8 FCs to guarantee its timely transmission. However, RM", — n _ n n
at most[8/pm}'] = 2 messagesan be generatecHence, at at = lremi'/rp)] A,fﬁeggm;n%g;ﬂi /] ®)
least2 reserved DYS forM/{* remain unused.

If RM7, > 1, then M;* can be scheduled ig; together

2Here, | Msg| denotes the number of messageshit. with the ailready present higher priority messages.
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P}, is theprofit in B™ when addingM;" to G;' compared

to the case wher@/;* is scheduled separately.
P = (I/rp +1Im} /rpm]) — max(Im},1)/rp (4)

If P, >0, then adding);" to G;' decreased3”. Consid-
ering (3) and (4)My, fits into G if RM" >1landPp > 0.
There are already two grouQM{l} and{M1 , M3} which

include M7 in Example 2. Next, we construct additional | = result =more fit

groups with M{*. Considergy = {M7} with ¢"(G}) =
(n,2,w1,40). We extend the group t63 = {M7*, M3} with

g"(G%) = (n,2,w2,48) as discussed above. If we consider| MI = M7, tempGy = {M7, M3}

M}, we see thathM3', = 1 and Py = 2. A new group
is Gy = {M7p, My, M7} with ¢"(G3) = (n,2,ws,48). No
more new groups can be formed by extendiyy as M}

uses the last available DYS. Another possible message

extendGy is Mg with RMZ25 = 2 and Pj'; = 2. Then,
g = {My, Mg, Mg} with g"(G7) = (n, 2, w4, 48).

Similarly, the set of all possible message groups can begn — {{Mn} {M CMPY MDY Mél’MZL{MF’M‘n’Mg}}

determined algorithmically. Algorithm 4.1 checksM;* can

be added to a given groug; while all existing messages in
g, are still transmitted within their scheduling periods. Tihe

are three possible results. If the resulhis fit, then M does
not fit into Gy If the result islast fit, A/ is added tag, but
no other messages can be added. If the resufbi® fit, more
messages can be added aftéf. If M;* can be added tg;
then Algorithm 4.1 generates the upd@g = G;' U {M;"}

and adds the ne@,; to the setG" of all message groups for

noden.

Algorithm 4.1 (Check and Add) Input: M;*, G, G".
Init: result = more fit
if (P, <0or RM}, <1)

result =no_ f|t
else

gn = gn U {Mln} andgn — gn U g;z

|f(R g1=1

result =last_fit

return result O

TABLE Il
MESSAGEGROUP CONSTRUCTION FORM* IN EXAMPLE 2

Init. LM = My, My, M3, My, M7

Call 0: Group: MT = M7, GF = {M7}, G" = {{M7}}
M7 = My, tempGy = (M7}

Pry = (20 +25) — 50 = —5 = result =no_fit

M7 = Mg, tempGl = {7}

P(;fg =(2046) —24 =2, RM(;L’3 = |8/2] — [8/4] =2

tempGy = {M7, M3}, tempM} = M3
Call 1: Group: M = Mg, G = {M}" Mgl},
g" = {{M7'}, {My, M3'}}

Ply —(24+2)—24_2
RM”4 = |18/2] — ([18/4] + [18/8]) =1 = result =last fit
tempg ={Mp, Mg, M}}
gn = {{MFL {Mp, Mg}, {My, Mg, My }}
OM7 = MT, tempGy = { M, M7}
Pl (24+1)—24_ 1
RM"5 = |20/2] — ([20/4] + [20/8]) = 2 = result =more fit
tempg” = {MP, M}, M}, M = last(LME))

Return1: Group

MP = M}, tempGy = {M7'}
Pry=(20+2)—-20=2

RMy, = [18/2] — [18/4] = 4 = result =more fit
tempGy = {M7, M}'}, tempM7} = M}

Call 2: Group: M = My, Gi' = {M}", M}'}

gn = {{Mp}, {Mp, M3}, { M, M3, M7},

(Mg, Mg, ME Y, (MM}

MP = Mg, tempGy = {M7', M7}

Prs (24+1)—24—1

RM”5 = |20/2] — ([20/4] 4+ [20/20]) = 4 = result =more fit
tempg"_{M , My, MZ}, MY = last(LMg))
Gn = {{MpY, {Mp, M2, {M], M, M7},
{JV[{’L:anj‘/ln} {Ml 71‘/[4} {Ml 7JV[47M§I}}
Return2: Group

MP = MZ tempGy = {M7'}
Pls=(20+1)-20=1

RMZ 5 =[20/2] — [20/4] =5 = = morefit
tempGy = {M7, Mg}, M = last(LMg))

G" = {{M}}, {M}, ML}, {M" M3 M"} {M}, My, M},
{M{L,M4} {Ml 7M47M } {Mn Mn}}
Return0: Group

The following Algorithm 4.2 uses Algorithm 4.1 to enu-a more fit value. In this case, a new group is formed which

merate all possible groupgg; C Mj. Here, the orderedst

extendsg,' with the remaining of the list of messages by

LMg of all messages sorted by increasing deadline is usegdnning Group recursively.

Two operatorsext(M;") andlast(L M) return the message e apply Algorithm 4.2 to our example message set in
following A" and the last message InV/, respectively. The Table I, and construct the message groupsXft with the
comparisonlM;’ < M;" returnstrue if M;" is located before scheduling periodpm? = 2. The ordered list evaluates to

M} in LM . Before the Algorithm 4.2 is run fab{], € Mg,
Gy, G" and M are initialized to{ My, }, {{ M, }}, and M,
respectively.

Algorithm 4.2 (Group) Input: LMg, M, G7, G"
(while M < last(LMg))
M = next(M))
tempgf; = gg
result=Check and Add(M, tempGy', G")
if (result =more fit and M # last(LMg))
tempM> = M7
Group (LMg, tempMZ, tempG!', G™) O

The messages ilLMg are checked to fit inGy. Any
remaining capacity is indicated whé&heck and Add returns

LMg = M7, My, MY, M7, M¥. The step-by-step evaluation
of the algorithm is depicted in Table II.

The entire se7™ obtained by applying Algorithm 4.2 for
the rest of the messages.m? is:

gr = {{Mln}v {M{lvM??}v {MlnvM??sz?}a {MlnaM??a
Mgy M7, M3} { M7, M, Mg}, { M7, Mg}
(M2 M3, M}, {M3, Mg}, {M3'}, { M7}, {Mg'}}

The setG™ has the following characteristics that need to be
addressed. First, there are multiple groups that for exampl
contain the messag@/;’. However, in the final schedule,
exactly one reservation fab/{" is required. Thus, one out of
these groups has to be selected for transmitfiffy. Second,
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TABLE Il
MESSAGE GROUPS FOEXAMPLE 3

Gr={Ml}, pmi=3,dmi =5
Ry = (1,2,w1,20)

G2 = {M{, M, },
R = (1,2, w2, 30)

Gz ={M3}, pm}=5dm} =17
Rs = (1,4, ws, 30)

Gy = {M}}7 pm% =4, dmé =6
R4 = (1,3,w4,10)

Gs = {M2}, pm? =3,dm3 =7
Rs = (2,2, ws,22)

ge = {M7, M3}
R = (2,2, we, 48)

Gy = (M2, M3, M3}
Rr = (2,2,wr,48)

gs = {MlvaJZ}
Rs = (2,2, ws, 30)

Gy = {M?, M7}
Ry = (2,2, wy, 42)

Gio = {MZ},pmZ =7,dm3 =9
Rio = (2,6, w10,48)

Gi1 ={M3},pmj =7,dm3 =9
Ry1 = (2,6, w11, 30)

Gz = (M7],pm3 = 5,dm3 = 5
Ri2 = (2,4, w12,42)

The second component is determining the reservation effset
A reservationR; can have an offsety; € {0...rp; — 1}.
The binary decision variable; , € {0,1} takes the value of
1if w; = k and is0 otherwise, wherg = 0...rp; — 1.
Furthermore, it can readily be observed that the reservatio
pattern repeats aftefrp FCS, whereGrp = lemg, g rp;
is the least common multiple of the reservation periogds
corresponding to each group € G. Hence, only the FCs
0,...,Grp — 1 need to be taken into account.

Consider a reservatioR; which corresponds tg; € G. The
contribution of R; to L;, j =1,...,Ggrp — 1 is as follows:

1) gi = 0: Then,G; ¢ G° and R; does not add td.;.

2) g;=1andz;; =1for k=j mod rp;: Then,w; =k
andl; MS are reserved foR; in L;.

for each groupG? € G, the offset of the corresponding 3) ¢i =1 andw;x =0fork =j mod rp;: Then,w; # k
reservatiorny™(G;') has not been determined, yet. In the next and1 MS is reserved forz; in L;.
section, we employ the enumeration @f possible message Accordingly, we can express the cycle load as follows:
groups as derived above in order to find the choice of groups
and reservation offsets that optimizes the performanceicset L; = Z gi-(@ip-lLi+ (1 —mik)-1), (5)
in Section III-D. gi€g

wherek = j modrp;. Any FCj € {0,...,Grp—1} can have
the maximum cycle load. Assuming without loss of generality
at L. = Lo, the expression to be minimized is

V. OPTIMAL SCHEDULING OF MESSAGES

The schedulefor M*° establishes the number of reserve
DYS for each M € M?®. As we discussed in Section
[lI-A, FIDs can be assigned to reservations arbitrarilynek,
the parameters left to be determined are the selection of
message groups to be used and the offsets for corresponding
reservations while minimizing the cycle load. where X is a vector with all variableg; and z; ;. The

A messagel/;;, can be included in multiple groups @". requirement that only one reservation is selected for @dgh
Among these groups, ong' € G" with M, € G must be and exactly one offset is determined for each used reservati
selectedsuch that one and only one reservation fdf, is is formulated by the constraints in (7) and (8), respedfivel
included in the schedule. L&t := |J)_, G" denote the set Since L., = Lo, there are no FCs € {1,...,Grp — 1}
of all groups, andjs C G denote the set adelected groups with L; > Lo. This constraint is stated in (9).

Onceg;' is selected, the reservati¢n, rp, w, 1) := g"(G;') is

in Lo = mi i @0l +9:(1—x50) -1, (6
min Lo H;%nge:gg zi0 - li +gi(1 —zip) (6)

allocated to node: to transmit messages #; with a contri- VM), Z gi=1 @)

bution of/rp to the bandwidth reservatioB™. Furthermore, i, M €G;

depending on the offseb, the cycle load of certain FCs is rpi—1

increased by. fori=1...1G], Y  @ir =g (8)
We propose an integer programming approach to determine k=0

gs andw for the reservation of eac; € s such thatB forj=1...Grp —1,L; < Lo (9)

and L,,., are minimized as discussed in Section IlI-D.

We illustrate our optimal message scheduling approach withThe optimal message schedule is the solution of the opti-
the following example. mization problem with the objective function in (6) and the
B constraints in (7) to (9). Note that it is a nonlinear integer
Exzmr?le 3bLet N = {tl’dQ}. V:(et adss_un'_lre btlhaT”thbe groups rogramming problem (NIP), as the computations in (5) and
N & have been computed as listed In  1able y runnin ) contain products of the decision variablgsand z; .
Algorithm 4.2 on a given set of messag#ss. . ’ :

) . A feasible schedule for Example 3 has been computed using

Our goal is now to determings and the offsetsw; of R )

. . the TOMLAB optimization environment [19]. As a result,
the corresponding reservations such that,. (and thus the o
required duratiorlpg of the DS) is minimized 92 = g4 = g9 = g10 = gn1 = 1 andg; = 0 for the remaining
bs ' values ofi have been found. Henogs = {{M], M}}, {M1},
_ {M3?, M7}, {M3},{M3}}. Furthermore, the corresponding
A. Exact Formulation offsets arews = 0, wy = 2, wg = 1, wio = 0, wy; = 1, and

We formulate integer programming problems with twdhe worst-case maximum cycle loadiis,.x = 81 MS.
components to find the optimal message schedule. The firsRespecting the conditions in Section IlI-B, the FIDs can
component addresses the selection of the message groupsremd be assigned to the reservations of the selected message
the corresponding reservations. The binary decision bkriagroups arbitrarily. However, a further analysis of the NIP
g; € {0,1} takes the value of if G; € Gs and is0O otherwise. solution can reduce the number of required FIDs, and hence
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. RzR [ | FRho Ff4| RRs [ 512 subject to the constraints:
9 11 10 2
R, [R4 Re 1
”RR9||| R4 R Ry forjzl...Gs,Rp—liLjSLo (13)
2 12 rpi—1
R R Pi
[Fe ga Rul ZRS l fori:l...GS:inykzl (14)
RoRy Ry Ry Ru | RgRlO | RRz k=0
12
QDDDDDQDDDDD Rafl] R The BIP in (10) and (11) has been solved for Example 3
’ ‘ I Rg using Tomlab [19]. As a resultys = g4 = gs = g10 =
©) 2 © gi2 = 1 andg; = 0 for the remaining values of. Hence,

gs = {{M], My}, {M3}, {M7, M3}, {M3},{M}}}. Note
Fig. 5. Optimal reservations for Example 3: (a) NIP; (b) @afte Architec- that, different from the NIP SOMtiOd\/lg is grouPEd WithM12
ture; (c) Decomposed BIP. in Gg, since the resulting bandwidth reservatiBn= 55.1 MS
is smaller than for the NIP solution witB = 55.7 MS.

In the next step, we solve the BIP in (12) and (13) for

lead to a shorter DS, by assigning multiple reservationshaf oEX@MPple 3221, 4,0, 5,0, Z10,1 @ndz12 are found to be
node that never appear in the same FC to the samé FID. 1 While the rest of thev;, is 0. The worst-case maximum
An efficient FID assignment for Example 3 j& (R,) = 1, €YCle 10ad iSLuax = 84, and can be reduced & MS by an
FYRy) = 2, f2(Ro) = 3, f2(Ry1) = 4 and f2(Ryo) = 3 eff|C|e_nt FID a_SS|g_nment as depicted in Fig. 5(c).AIthoum1_t
as shown in Fig. 5 (a). Here, the reservatidghsand Ry, of resulting DS is slightly larger compared to the NIP solution
node2 can be assigned to the same FID, instead of choosifig¥ only two BIPs have to be solved. _
a separate FID such a&(Ry) = 5, as they never occupy Together, it can be stated that there is a possible trade-off
the same FC. Hence, the unused MS that would appearbetween the bandwidth reservatiBhand the maximum cycle
in the longest FC (withR, and Rio) in the latter case, can !08d Lmax. Furthermore, the decomposed optimization can
be eliminated. The resulting cycle load is reduced frem Poth provide an upper bound for the minimui,.. and a
MS to 79 MS. Fig. 5 (b) depicts the corresponding softwarg00d initial feasible solution for running the NIP.
architecture according to Section II-D.

V1. EXPERIMENTAL STUDY

B. Two-step Formulation

As solving the offline NIP is a hard problem even for In this section, we present a comparison of the NIP solution
small message sets, we propose to decompose the formulatibsection V-A and the BIP solution in Section V-B. Further-
in (6) to (9) into two linear binary integer programmingMore, we study the schedule construction for large message
problems (BIP) in order to enable the problem solution al$ts- In all our experiments, we used the CPLEX solver of
for large message sets. In the first step, we suggest to sietectfomiab [19] to obtain the integer programming solutions an
groups to be scheduled such that our performance mBtigc for each data pointl0 sample runs have been evaluated on a
minimized. In the second step, the offsets for these salecfeC With a Dual Core Pentium 34 GHz processor antl GB
groups are computed to MiniMize,,q. of RAM.

The following objective function is used to minimizg:*

min B = min > gi- (li/rpi)
(A4

(10) A. SAE Benchmark Set

The SAE benchmark set in [15] compris8% sporadic
messages with data sizes smaller tigabit whose deadlines
and periods are integer multiples &f ms, and that are
transmitted by5 nodes (see Table V). With the choice of
Tus = 6.0 us andOr = 90 bit (see [8]), each message fits into
Completing the first step vield§s C G whereg; € Gs < a frame with[(2-20+90)-0.1/6.0] MS = 3MS. FOI‘ the S_AE_
g: = 1. In the following step,Lima. is minimized. Here, we benchmark set, the NIP and BIP formulation in combination
denote the number of groups @y asGs and the lem of their with the efficient FID assignment yield the same result of
reservation periods aSs rp. Tps = 26Tus = 156 ps.

subject to the constraints:

VML e Ms, > gi=1 (11)

o, M eG;

L = min Ly = min Tio-li+(1—x;0)-1 (12 TABLE IV
max T 0T Y g;g 0 i + i-0) (12) SPORADICMESSAGES OF THESAE BENCHMARK
7 S
sender 1 2 3 5 6 6
N . # signals 1 8 6 11 4 1
3An algorithmic approach to tackle such FID assignment has tievel- - -
oped but is not in the scope of this paper. deadline T.]/period [Ic] 4/4 | 4/10 | 4/10 | 4/10 | 4/10 | 1/10

“Note that the fractional coefficients of the objective fimmtcan be
converted into integers by multiplying B witb'gp.
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It has to be noted that allowing arbitrary FID assignments
Fig. 6. Cycle load: (a) SAE message set; (b) constructed agesset; in the optimization aC(_mrding to Se_Ction Iii-B pOtGh_tié?llQ&dS .
optimization time: (c) SAE message set; (d) constructedsagss set. to suboptimal bandwidth reservations. However, it is rigadi
observed that determining a globally optimal FID assignimen
is computationally intractable since its computationaineo
plexity is even higher than the NIP formulated in Section
) ) V-A which can only be solved for small message sets as
i Ol,” comparison between the solut|ons_of t.he NIP_formnghown in Section VI-B. In this respect, the decomposition
tion in Section V-A and the BIP formulation in Section V-By¢ yhe NiP into two BIP enables the schedule construction
is based on the SAE message set in Table IV that represegs|,rge messages sets as described in Section VI-C, while
a practical message set and the example message set in Tghl€e, neriments in Section VI-B indicate that for practical

Il that was constructed to illustrate the potential diéfiet message sets, the NIP formulation and the BIP formulation
solutions of the NIP and the BIP. As in the SAE messagg.{ to identical results. Hence

B. Comparison between the NIP and the BIP Solution

to generate considerable traffic on FlexRay, we extend thetﬁ?rationTDs of the DS
sets by randomly choosing messages from the respective set
and assigning them to one of five FlexRay nodes until a given VII. CONCLUSION

arrival rate is reached. Here, for a given message 8¢, This paper addresses the message schedule construction

I n n
we denote the arival rate aEI‘%GMS L/ dmy,. For both for sporadicreal-time messages that are to be transmitted in
message sets, the NIP can be solved for up&anessages .
the dynamic segment of the FlexRay protocol. Our approach

in the DS, while the solver fails to find an optimal solution : .
for larger message sets. Fig. 6 (a) (SAE messages) and R poses to reserve bandwidth such that each sporadic mes-

. sage can meet itdeadline Based on a formal description
(constructed message set) plot the maximum cycle load. f the scheduling problem, we determine a nonlinear integer
as computed in (12) against the arrival rate. It can be sesn R 9p i 9

the NIP and the BIP formulation yield the same optimizatioRrOgr"]lmmlng problem (NIP) in order to compute an optimal

. ! . message schedule. Here, the bandwidtservationand the
results in all our experiments. This suggests that alth@agks cycle loadare employed as appropriagerformance metrics
exist where the BIP does not give an optimal solution (comp Y ploy bprop

. ) ; . &hat have to be minimized.
Example 3), BIP is suitable in practical examples. Morepver o . .

. . ; : To facilitate the problem solution, we suggest a decomposi-
solving the BIP is much less computationally expensive as . . : :
illustrated in Fig. 6 (b) and (d) ion of the NIP |r_1to two bmary_lnteger programming problems

' ' (BIP) to approximate the optimal result. First, we find a set
) of reservations that minimizes the bandwidth reservatiom,
C. Message Scheduling for Large Message Sets then we schedule the obtained reservations such that the cyc
Further experiments were carried out to evaluate the Bl&ad is minimized.

approach for larger message sets. Fig. 7 (a) shows that mor&he performance of the proposed approach was evaluated
than270 messages of the SAE message set can be schediedn experimental study. It is verified that the NIP and the
in a DS withTps < 336 - Tiys = 2.0 ms, while computation BIP formulations yield identical results for practical reage
times of less than h are required. The benefit of the groupingets. Furthermore, it was possible to construct feasililedsc
idea is presented in Fig. 7 (b) by comparing the bandwidthes for large message sets. Together, our approach enables
reservation B (see (10)) needed for scheduling individuathe algorithmic computation of an optimal schedule for the
messages (“individual”) to the bandwidth reservation withporadic messages in the FlexRay dynamic segment.



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY

APPENDIXA
NOTATION TABLE

TABLE V
NOTATIONS
Notation Explanation
Tec FlexRay cycle duration
Tss,Tps Static segment, dynamic segment duration
Thit, TMS bit time, minislot duration
Nps Number of minislots in the dynamic segmerj
N Set of nodes on the FlexRay network
Mg Sporadic messages of nodec N
Mg All sporadic messages
M Messagen of noden
pm2,, dm?, Period and deadline ot/;},
im?, Length of M}
R = (n,rp,w,l) Reservation for node
p, w, | Reservation period, offset, length
R", R Set of reservations for node, all reservations
r: Mg —=R Map of messages to reservations
L; Cycle load of a FlexRay cyclg
R; All reserved DYS on F(Gj,
RP Icm of all reservation periods
"R - F™ Map of reservations to FIDs
B = % (I/rp) Bandwidth reservation for node per FC
RER™
N
B = B™ Bandwidth reservation for all nodes
n=1
g €S Mg Message group for noden
9" (G7) Reservation foGy
g = Ule agnr All message groups
Gs Cg Selected groups
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