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Maximally Permissive Hierarchical Control
of Decentralized Discrete Event Systems

Klaus Schmidt, Member, IEEE, and Christian Breindl

Abstract—The subject of this paper is the synthesis of natural
projections that serve as nonblocking and maximally permissive ab-
stractions for the hierarchical and decentralized control of large-
scale discrete event systems. To this end, existing concepts for non-
blocking abstractions such as natural observers and marked string
accepting (msa)-observers are extended by local control consistency
(LCC) as a novel sufficient condition for maximal permissiveness.
Furthermore, it is shown that, similar to the natural observer con-
dition and the msa-observer condition, also LCC can be formulated
in terms of a quasi-congruence. Based on existing algorithms in the
literature, this allows to algorithmically compute natural projec-
tions that are either natural observers or msa-observers and that
additionally fulfill LCC. The obtained results are illustrated by the
synthesis of nonblocking and maximally permissive supervisors for
a manufacturing system.

Index Terms—Decentralized control, discrete event systems, hi-
erarchical control, large-scale systems, maximal permissiveness,
supervisory control.

1. INTRODUCTION

HE use of hierarchical abstractions is a common fea-
T ture of various supervisory control approaches that aim
at reducing the computational effort of the supervisor synthesis
for large-scale discrete event systems (DES) [1]-[13]. While
early work on this topic is mostly devoted to purely vertical
system structure [1], [2], [6], more recent approaches addition-
ally exploit the horizontal composition of large-scale DES so as
to avoid the enumeration of the global state space and the re-
lated state space explosion. In this respect, techniques such as
in [3]-[5], [12], [13] are stated for hierarchies with two levels,
whereas the methods in [7]-[11] are applicable in hierarchies
with multiple levels.

The major concern of the above approaches is the synthesis
of nonblocking supervisors, where different sufficient condi-
tions on the hierarchical abstractions are employed in order to
guarantee that the closed loop is nonblocking. However, the
optimality of the synthesis is not ensured in most of the cited
methods such that the resulting supervisor might be more re-
strictive than a maximally permissive monolithic supervisor. Al-
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though it can be argued in many cases that it is already satis-
factory to determine some supervisor that fulfills a given spec-
ification, there might be cases where the synthesis of a maxi-
mally permissive supervisor is essential. Such situation arises
for instance if the hierarchical supervisor synthesis results in
an empty closed loop. Then, it cannot be decided if the control
problem does not have a solution or if the supervisor synthesis
fails due to the loss of optimality.

In this paper, we propose a unified treatment of nonblocking
and maximally permissive hierarchical supervisory control for
DES based on the hierarchical and decentralized control archi-
tecture in [8]. In this architecture, different conditions on the
natural projections, that are employed for hierarchical abstrac-
tion, such as the natural observer condition in [10] or the marked
string accepting (msa)-observer condition in [14] are sufficient
for nonblocking control. As an extension to these results, we de-
velop local control consistency (LCC) as a novel sufficient con-
dition for maximal permissiveness. We show that LCC is less re-
strictive than output control consistency (OCC) that is employed
for maximally permissive control in earlier work [1], [2], [10].

Considering the sufficient conditions for nonblocking and
maximally permissive hierarchical control developed in this
paper, our further goal is to algorithmically find natural pro-
jections that fulfill these conditions. In this regard, we refer to
the natural observer extension algorithm in [15] that iteratively
extends a given alphabet until the related natural projection is
a natural observer for a given language. We first note that this
algorithm does not rely on the specific observer property to be
achieved but only utilizes the fact that the observer property
can be formulated as a quasi-congruence (i.e., a particular
equivalence relation) on the state space of a recognizer for the
given language. Hence, we propose a generalized extension
algorithm that can be applied to compute natural projections
with properties that can be formulated as quasi-congruences.
Moreover, we show that also the msa-observer property and
local control consistency can be stated in terms of quasi-con-
gruences. Consequently, we obtain a unified method for the
computation of natural observers or msa-observers which
are additionally locally control consistent. In both cases, we
achieve nonblocking and maximally permissive supervision in
our hierarchical and decentralized control architecture.

The computation of hierarchical abstractions based on
quasi-congruences for the recognizer of a given language is
also studied in [14]-[16]. In [16], the computation of optimal
abstractions requires the use of causal reporter maps instead
of natural projections. [14] and [15] enable the computation of
natural projections that are suitable for the framework estab-
lished in this paper, where [14] is based on a relabeling scheme.
Since we focus on the formulation of conditions on natural
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projections in terms of quasi-congruences, this paper employs
the algorithm in [15] that does not require relabeling.

Further hierarchical abstraction techniques and control archi-
tectures for the nonblocking and/or maximally permissive su-
pervisory control of DES are investigated in the literature. The
approaches in [1], [2], [6] employ causal reporter maps in a
two-level hierarchy that relies on a global system model. While
nonblocking control is not addressed in [1], it is ensured in [2]
for causal reporter maps with the observer property. The compu-
tation of such reporter maps is investigated in [16], while the al-
gorithm for achieving output control consistency in [1] enables
the computation of maximally permissive hierarchical abstrac-
tions in both approaches. The hierarchical abstraction in [6] re-
sults in a DES with flexible marking. Sufficient conditions such
as the weak observer property and deterministic reporter maps
are defined to ensure consistency between the high-level and
low-level control, and it is indicated that appropriate abstrac-
tions can be determined algorithmically.

Recently, several approaches that employ nondeterministic
automata in the hierarchical abstraction process were developed
[7], [11], [13]. The method in [7] is based on heuristics for
supervision equivalent hierarchical abstractions. It performs a
compositional synthesis to obtain a nonblocking and maximally
permissive supervisor in a centralized representation. Dropping
the requirement of maximal permissiveness, [11] elaborates an
incremental synthesis of nonblocking modular supervisors and
coordinating filters in the same framework. A new hierarchical
abstraction technique based on nondeterministic automata is in-
troduced in [13]. It supports the synthesis of nonblocking super-
visors, whereas maximal permissiveness is not guaranteed.

Natural projections are used in hierarchical and decentral-
ized architectures with two levels [4], [12] and multiple levels
[8]-[10]. The method in [4] is based on the definition of in-
terfaces that enable the information exchange between the hi-
erarchical levels. This technique makes the verification of the
level-wise conditions for nonblocking control scalable, while
optimality of the control may be lost. Necessary and sufficient
conditions for the coordination control of DES are studied in
[12]. In this work, the computation of hierarchical abstractions
is not considered, and specifications are required to be condi-
tionally decomposable. The approach in [10] is suitable for non-
blocking and maximally permissive control. The computation
of appropriate natural projections is achieved by a successive
application of the natural observer extension algorithm in [15]
and a variation of the algorithm in [1] to achieve OCC. How-
ever that work relies on the more conservative OCC condition
and does not provide a unified framework for the computation of
natural projections. DES with an input/output structure are con-
sidered in [9], while maximal permissiveness is not addressed.
In this approach, high-level specifications serve as system ab-
stractions, and supervisors are computed such that the closed
loop is free of deadlock and livelocks. Our previous work in
[8] establishes the msa-observer condition for natural projec-
tions as a sufficient condition for nonblocking hierarchical and
decentralized control. In the present paper, we extend this work
by maximal permissiveness and algorithmically compute appro-
priate hierarchical abstractions. To this end, results obtained in
[14], [17] are incorporated in the presentation of our work.
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The remainder of the paper is organized as follows. In Sec-
tion II, we summarize basic notions related to the supervisory
control of DES and to set theory. A detailed discussion of ex-
isting results for the hierarchical and decentralized control of
DES is provided in Section III. These results are then extended
by our novel conditions for maximally permissive control in
Section IV and by our unified method for the computation of
projections for the nonblocking and maximally permissive hi-
erarchical and decentralized control in Section V. Section VI
illustrates the proposed approach by a manufacturing system ex-
ample, and Section VII gives conclusions.

II. PRELIMINARIES

At first, basic notions of the supervisory control theory for
DES are summarized [18], [19].

A. DES Notation

For a finite alphabet 3, the set of all finite strings over X is
denoted >*. We write s1so € X* for the concatenation of two
strings s1, so € X* and s1 < s when s; is a prefix of s. The
empty string is denoted € € ¥*,i.e., se = es = sforall s € ¥*.
A language over ¥ is a subset L C ¥*. The prefix closure of L
is defined by L := {s; € ¥*|3s € Ls.t. s; < s}. A language
L is prefix closed if L = L.

The natural projection p; : ¥* — X7, 1 = 1, 2, for the (not
necessarily disjoint) union > = ¥; U X5 is defined iteratively:
(D letp;(e) :=¢e; ) fors € ¥*, 0 € X, let p;(so) := pi(s)o
ifo € ¥;, or p;(so) := p;(s) otherwise. The set-valued inverse
of p; is denoted p; ' : BF — 257, p () == {s € X¥|pi(s) =
t}. The synchronous product Li||Ly C ¥* of two languages
Li € XFis Ly||Le = pT ' (L1) Npy ' (L2) C 2%

A nondeterministic automaton is a five-tuple H =
(X, %, 6,20, X, ) with the set of states X, the alphabet ., the
transition function 6 : X x 3 — 2% the initial state = and the
set of marked states X,,, C X . We write §(z, o) if §(z,0) # 0.
In order to extend § to a partial function on X x X*, recur-
sively let 6(z, €) := {z} and 6(z, s0) := U, cs(05) 0(2, 7).
If §(z,0) contains at most one element for any z € X and
o € X, then H is denoted as deterministic. In that case,
we consider § : X x ¥ — X as the transition function.
In the sequel, we model DES by deterministic automata un-
less otherwise stated. L(H) := {s € ¥* : §(zo,s)!} and
L,.(H) := {s € L(H) : §(xg,s) € X,,} are the closed
and marked language generated by H, respectively. A formal
definition of the synchronous composition Hip|Hy of two
automata H; and H; can be taken from, e.g., [20].

In the supervisory control context, we write ¥ = X .UX,.,
where X, is the set of uncontrollable events and Y. is the set of
controllable events. A control pattern is a set 7y, Xy C v C X,
and the set of all control patterns is denoted I' C 2%. A su-
pervisor for an automaton H is a map S: L(H) — T, where
S(s) represents the set of enabled events after the occurrence
of the string s € L(H); i.e., a supervisor can disable control-
lable events only. The automaton S/H denotes an automaton
H under supervision by S. The closed-loop language L(S/H)
generated by S/H is iteratively defined by (1) e € L(S/H)
and (2) so € L(S/H) iff s € L(S/H), o0 € S(s) and so €
L(H). To take into account the marked strings of S/H, let
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M C L,,(H) be the marking action of the supervisor S. Then,
L,.(S/H) := L(S/H)NM, and S is denoted a marking super-
visor. The closed-loop system is nonblocking if L,,(S/H) =

L(S/H).

A language K C ¥* is controllable w.r.t. L(H) and the un-
controllable events ¥, C ¥ if K¥,. N L(H) C K. The set
of all controllable sublanguages w.r.t. L(H) and ¥,,.. is denoted
as C(L(H)) = {K C L(H)| KXy, N L(H) C K}. Since
C(L(H)) is closed under arbitrary union [19], for every speci-
fication language FE, there uniquely exists a supremal control-
lable sublanguage of E w.r.t. L(H) and X,.. It is formally de-
fined as k(g x, (F) = U{K € C(L(H))| K C E}. A su-
pervisor S that leads to L,,(S/H) = frm) s, (F) is said to
be maximally permissive. It holds that a marking supervisor S
such that L,,(S/H) = kr(m) s, (E||Ln(H)) exists whenever
KL(H) So (Bl L (H)) # 0 [19].

B. Set Theory

We present basic results from set theory as employed in
[14]-[16]. We denote £(M) the set of all equivalence rela-
tions on the set M. For yu € £(M), [m], is the equivalence
class containing m € M. The set of equivalence classes of
p is written as M/p := {[m],/m € M} and the canonical
projection cp,, : M — M /v maps an element m € M to its
equivalence class [m],. Let f : M — N be a function. The
equivalence relation ker f is the kernel of f and is defined as
follows: for m, m' € M

= fm).

Given two equivalence relations 7 and p on M, u < 7, ie.,
u refines n, if m = m/mody = m = m’modn for all m,
m’ € M. In addition, we define the meet operation A for £(M)
as follows. For any two elements i, n € £(M), it holds for all
m, m’ € M that

m=m' modkerf <&  f(m) (1

m = m/mod(p A1) & m = m'mody and m = ' mods.
2
Let M and N be sets and f : M — 27 be a set-valued function.
It is also assumed that ¢ € £(N), and the canonical projection
cp,, is naturally extended to sets. The equivalence relation o f
on M is defined for m, m’ € M by

modi o f & ep,,(f(m)) = ep,(f(m').

Now let f; : M — 2M pe functions, where i ranges over an
index set Z. Then S := (M, {fi|¢ € I}) is called a dynamic
system[16]. The equivalence relation ¢ € £(M) is called a
quasi-congruence for S if

¢ < N(wo fi).

1€L

— !/
m=1m

3

“)

Finally, we introduce the (nondeterministic) quotient au-
tomaton (QA) H, s, (Y, X0 U {o0},7,90,Ymm) of an
automaton H = (X, %, 8, x¢, X,,,) for an equivalence relation
p € E(X) and an alphabet ¥y C ¥ as in [16]. It holds that
Y := X/p is the quotient set with the associated canonical
projectioncp,, : X — Y. The initial state and the marked states
in the QA are yo = cp, (z0) and Yy, = cp u (X ), respectively.
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Fig. 1.

Hierarchical and decentralized control architecture.

Also o9 ¢ X is an additional label. The nondeterministic
induced transition function v : 'Y x (3o U {o0}) — 2¥ of
H, =, is defined as

{ep(6(z,0))|z € cpy(y)} ifo e

{ep, (o (x )y € (X = Xo),
z€cp,t(y)} —{y}

v(y,o):
if o = oy.

III. NONBLOCKING AND MAXIMALLY PERMISSIVE
HIERARCHICAL CONTROL

In this section, several previous results on the nonblocking
and maximally permissive control are revisited in the scope of a
hierarchical and decentralized control framework. In particular,
a discussion of the existing results in Section III-F motivates the
unified approach developed in this paper.

A. Hierarchical and Decentralized Control Architecture

Our work is based on the hierarchical and decentralized con-
trol architecture introduced in [21]. Variations of this architec-
ture can also be found in [8], [10], [17], [22]. The representation
chosen in this paper is that of [8], [17].

It is assumed that the DES plant is described by a set of plant
components modeled by automata Hy, . .., H, over the respec-
tive alphabets X1, . .., 3,,. Each alphabet >;,2 = 1,...,n con-
sists of the controllable events ¥; . and uncontrollable events
Yi,uc such that ¥; = 3; CUEl uc- Each plant component H;,
1 = 1,...,n can share events Wlth other components. This set
of shared events is defined as 33; o == Jj_; ;,;(%: N %), and
it is assumed that all plant components agree on the controlla-
bility status of their shared events, i.e., forall¢, 7 = 1,...,n,
it holds that ¥; .. N X;. = . Then, the overall plant H is
given by H := ||"_; H; with the alphabet ¥ := |JI_, ;, the
set of controllable events . = U?:l Yi,¢, the set of uncontrol-
lable events X, = U’;’:l Yiuc, and the set of shared events
2n = Uiz Bin

Our supervisor synthesis is based on the practical assumption
that the specification K C Y* is given by local specifications
K, C XY for the plant components and a global specification
K - ¥ C ¥* such that

K =K| ([, K:) .- (5)

Then, the supervisor synthesis is performed as follows. First,
local supervisors S; : L(H;) — T; are computed such that
Lm(Si/Hq;) = K/L(Hi)yzi,uc(Ki||Lm(Hi))' For convenience,
wewrite G; := S;/H; fori = 1,...,n. The overall locally con-
trolled plant is characterized by G = ||j=15:/H; as in Fig. 1.

Since the global specification KCY*CS*is given over a

subset of the overall alphabet ¥, an abstracted plant model H™
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is employed in the next synthesis step. Foreach¢ = 1,...,n,
the abstraction alphabet %1 is defined such that it contains all
events that are either shared with other components or the spec-
ification, i.e., ¥;n U (X; N 2) C E?i C ¥;. Defining the
high-level alphabet % := [ J'_| ¥% and the natural projections
pi:Sf — (3¥) fori=1,...,nand ph : ©* — (Shi)*, the
high-level plant H" is computed such that

L(H™) =p"(L(G)) = [[iZ1pi(L(Gy))
Lin(H") =p"(Lin(@)) = [[{21pi (L (G))- (6)

This procedure can be seen on the right-hand side of Fig. 1.
In the presented approach, the high-level controllable and
uncontrollable events are chosen as ¥h = ¥ . n xh
and XM = ¥, N XN respectively. The high-level su-
pervisor S™M L(H") — TN js thus defined with
Lo (S™/HY) = kip(gmiysmi (K| L (H™)). The resulting
low-level supervisor S : L(G) — T is determined from S" by
defining S(s) := S™(phi(s)) U (X — XM) for each s € L(G)
as can be seen on the left-hand side of Fig. 1. The local set of
enabled events for each component G;, ¢ = 1,...,n is hence
S(s) N %;. Then, the overall closed-loop is described by

(Il7=1Si/ H)

and we denote our control architecture as nonblocking if

S/G _ Shi/Hhi G = Shi/Hhi (7)

L (S/G) = L(S/G). ®)

A further crucial point in hierarchical supervisory control is
maximal permissiveness. It ensures that in spite of the informa-
tion aggregation in the abstraction process, the optimality of
the control is not lost, i.e., the hierarchical supervisor yields
the same closed-loop behavior as a monolithic supervisor. It
has to be noted that finding a nonblocking supervisor that ful-
fills the given specification might already be sufficient in many
practical large-scale applications as long as the closed-loop be-
havior is not empty. However, in case maximal permissiveness
is not guaranteed, it is possible that the closed-loop behavior
is empty, while maximally permissive control would result in a
non-empty closed loop.

We denote our control architecture as maximally permissive
if the closed-loop behavior under the joint control action of the
supervisors S, S, ..., S,, defined in (7) is equal to the closed-

loop behavior under monolithic supervisory control

Lin (8/G) = tr(1) 50c (K[| Ln (H)). ©)

B. Nonblocking Hierarchical and Decentralized Control

In this section, two alternative conditions on natural projec-
tions are employed to achieve nonblocking control in the archi-
tecture in Section III-A.

1) Natural Observer: First, the natural observer is defined.

Definition 3.1 (Natural Observer [2]): Let L C X* be a
language, and let py : ¥* — X{ be the natural projection for
Yo C 3. po is an L-observer iff for all s € Landt € 35

po(s)t €po(L) = Ju € ¥*
s.t. su € L A po(su) = po(s)t.
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In words, pg is an L-observer if any string s € L can be
extended to a string in L whenever its projection pg(s) can be
extended to a string in po(L). It is stated in [10] [Proposition 7]
that the L,, (H;)-observer condition for p;, i = 1,...,n, yields
nonblocking control in the described control architecture.

Theorem 3.1 (Natural Observer [10]): The control architec-
ture in Section III-A is nonblocking if p; is an L, (.S;/H;)-ob-
server fori = 1,...,n.

2) MSA-Observer: Second, the marked string accepting
(msa)-observer condition is taken into account.

Definition 3.2 (MSA-Observer [14]): Let L C ¥* be a lan-
guage and let pg : X* — Xf be the natural projection for
Yo C X. pg is an msa-observer (w.r.t. L) iff po is an L-ob-
server and for all strings s € L such that sXo N L # () and

po(s) € po(L)

35’ < ss.t. po(s’) = po(s) and s’ € L. (10)

This means that on the one hand, the natural observer condi-
tion has to be fulfilled for the closed language L. On the other
hand, (10) concerns strings s € L that can be extended by an
event ¢ € X and such that the projection po(s) is an element
of po(L). For such strings, it must hold that there is a prefix
s" < s with the same projection, i.e., po(s’) = po(s) and such
that s’ € L in order to ensure that whenever a string in the pro-
jected language po (L) is passed, each corresponding string in I,
passes a string in L.

In addition, we define the notion of liveness of a language
w.r.t. a given alphabet as follows.

Definition 3.3 (Liveness): Let L C X* be a prefix-closed
language and X9 C X. Lis live wr.t. g if Vs € L

S(E—EO)*EQHL#Q. (11)

That is, L is live w.r.t. the alphabet Y if all of its strings can
be extended to an event in Xy C X.!

Combining the msa-observer condition and liveness, the fol-
lowing theorem constitutes a variation of the main result in [8]
with high practical relevance (see also [23] [Theorem 4.1]):
Liveness of L(S™/H") w.r.t. all component alphabets >} en-
sures that no plant component can completely refrain from in-
teracting with the other plant components.

Theorem 3.2 (MSA-Observer): The control architecture in
Section III-A is nonblocking if p; is an msa-observer w.r.t.
L,,(S;/H;) and L(S"/H"™) is live w.r.t. ¥} fori = 1,... n.

Remark 3.1: Note that, as stated in [8], the conditions in Def-
inition 3.1 and 3.2 are incomparable. This fact can be seen in
Fig. 2 considering the automata H; and Hj over the alphabet
¥ = {«,f,a,b}. Here, the projection p : ¥* — X§ with
Yo = {a, B} is an L,,(H;)-observer but not an msa-observer
w.r.t. L,,(H;), whereas p is an msa-observer w.r.t. L,, (H/)
butno L, (H})-observer. Furthermore, it has to be clarified that
liveness in Theorem 3.2 does not constitute a severe restriction.
It simply states that each system component should always be
able to at least generate some of its shared events in the closed
loop, which is a natural requirement in practice (otherwise the
component stops its participation in the system operation). For

INote that this definition of liveness is stronger than the usual definition where
S =%
Yo = X
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Shl/th S«hl/Hh

—~(O—0—0 -0

Fig. 2. Comparison of natural and msa-observers.

;?

example, we consider the system that is composed of the com-
ponents Hy (H/) and H, in Fig. 2 with the abstractions H}
and H¥ = H, and the shared event 3. Assuming the high-level
closed loop S™ /H"™ (H" = H"||H}"), nonblocking behavior
is achieved for the system with H;, whereas the system with
H} is blocking since liveness of L(S"/Hb) w.r.t. ¥ is vio-
lated. However, also the nonblocking case with H; is undesir-
able in practice since that component terminates its operation
after the occurrence of «. In contrast, the desirable case would
be the closed loop S™ / H" that is live w.r.t. ¥ and hence en-
sures nonblocking behavior for both H; and Hj. Together, it de-
pends on each particular supervisory control problem which of
the above conditions is preferable. Section VI-A shows a prac-
tical example where the msa-observer condition is beneficial.

C. Verification of Observer Conditions

Regarding the sufficient conditions for nonblocking hier-
archical and decentralized control in Theorem 3.1 and 3.2, a
problem of great interest is to algorithmically verify if given
natural projections fulfill the respective conditions. To this end,
approaches that are based on the computation of quasi-congru-
ences for particular dynamic systems have been developed for
natural observers ([16]) and msa-observers ([14]).

1) Natural Observer: Let H = (X, %, 6,9, X,,) be a non-
blocking automaton?, and let 3y C > with the natural pro-
jection pg : X* — 3. Then, the dynamic system I:I(,bs =
(X, {Ag|o € o} U Agps) is defined with

Ay : X = 2% 10— {6z, uou)|uu’ € (X —%0)*},
Aops : X — 2%t — {8(2,u) € Xpn|u € (8 — Z9)*}.

According to [16], the coarsest quasi-congruence p},. €
E(X) for Hyp exists and can be computed with the algorithm
in [24] with a complexity of O (N?{ . NT), where Nx and Np
denote the number of states and transitions of H, respectively.
With H, ¥y and p%, ., the observer condition in Definition 3.1
can be verified by means of the QA H,: =, .

Theorem 3.3 (Observer Verification [ ] 6 J): The projection pg
isan L, (H )-observeriff H,+ s, is deterministic and contains
no oy-transitions.

Example 3.1: To illustrate Theorem 3.3, we first investigate
H in Fig. 3 with the alphabet ¥y = {«}. The corresponding
dynamic system Hops = (X, {Aq, Aghs}) fulfills Agpe(1) =
Aobs(Z) = Aobs(g) = Aobs(4) = {3}, ths(5) = ths(G)
() and A,(z) = X for all states z € X. Ayps is depicted
in Fig. 3 by transitions with the label obs. The coarsest quasi-

2In the sequel, we consider H as the canonical recognizer of L,,,(H).
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Fig. 3. Verification of the L,,(H)- and L,,,( H')-observer condition.

congruence %, on Hop, is indicated by the shaded areas in
Fig. 3, i.e.

fiops = sup{p € E(X) | < (o Aa) A (10 Aghs)}-
Since the QA H - ', has a oo-transition, the projection po
with ¢ = {a} is ot an L,,,(H)-observer.

Choosing ¥y = {«, c, e}, the evaluation of %, . as shown
in the lower part of Fig. 3.3 for H’ suggests that the associated
projection pf : ¥* — X§* is an L, (H’)-observer, since the
QA H ’L 7 is deterministic and has no oq-transitions.

2) MSA Observer: Tn a similar way, the msa-observer prop-
erty can be formulated in terms of a quasi-congruence. Here,
the dynamic system Hye. = (X, {Aslc € Ep} U Apga)
for a nonblocking automaton H = (X, ¥, 8, g, X,,) with the
projection alphabet ¥ is defined to address the condition in
Definition 3.2. A, is defined as above. In order to introduce
Amsa : X — 2% asin [14], we first write X := {zo} U {z €
X|z = 6(x0,s) for s € £*3o} for the set of states reachable
immediately after an event in the abstraction alphabet including
the initial state. Then, it holds that

(U As(2)

gEX

if 3z’ € Xo,2" € X,
u € (2 — Do),

v e (E — 20>*20
s.t.x = 6(z',u), 2"
and for all v/ < wv
it holds that 6(2’,u') ¢ X,
otherwise.

Apsa() : = 6(z,v)

\ 0

Hence, A, maps a state z € X to all states in
Uses, Ao() if for a string s € 3* with z = 6(zo, 5) one of
the following alternatives hold: (1) s violates the condition in
(10), or (2) there is no string s’ € ¥* such that po(s’) = po(s)
and s’ € po(Lm(H)), with py : £* — 3. The following
theorem cites a result from [14] [Theorem 4.2]. Computing the
coarsest quasi-congruence iy, ., for H s with the algorithm
in [24], the resulting QA H . s, can be used to verify the
msa-observer condition in polynomial time (O (N% - Nr)).

Theorem 3.4 (MSA-Observer Verification [14]): The projec-
tion pg is an msa-observer w.r.t. L,,(H) iff H,. v, is deter-
ministic and contains no og-transitions.

Example 3.2: Theorem 3.4 is further explained in Fig. 4. With
the automaton H and the alphabet ¥y = {a}, the dynamic
system is H,.o = (X, {As, Ansa}) with A, (z) = X for all
z € X and Apsa(z) = X forz € {1,4,5}, while Ay (z) =
() forz € {2,3,6}. The coarsest quasi-congruence () ., is again



728

o , o
Hy o3 Ay ()
o ' c a
.00 m
(O—0 @ ®
(o)) ¢

Fig. 4. Verification of the msa-observer condition.

depicted by the shaded areas in H. The computation of the QA
H,- s, shows that py with Xy = {c} is not an msa-observer.

Conversely, the analogous discussion for the automaton H’
and the alphabet () = {a, a, c} with the QA H/;;ISQ,EE) inFig. 4

suggests that p)) : ©* — 3/" is an msa-observer.

D. Computation of Natural Observers

In practice, it is not only interesting to verify if the condi-
tions in the previous section are fulfilled but it is also relevant to
address the case where the verification fails. Then, it is desired
to find a minimal extension of a given projection alphabet such
that the sufficient conditions for nonblocking hierarchical and
decentralized control hold. This event set extension problem is
studied in [15] for the natural observer condition. It is first noted
that finding a minimal extension is NP-hard. Then, the following
polynomial-time algorithm that computes acceptable extensions
is proposed.

The algorithm is based on the computation of the QA
H, %o that is performed in step 1. Then, either the verifica-
tion of the natural observer condition according to Theorem
3.1 is successful and the current alphabet 3 is returned, or
an extension of Y, is required. In the latter case, the event
set extension algorithm in [15] is applied. It adds events to
Yo in order to remove og-transitions and resolve the possible
nondeterminism in Hy,- s,. The observer algorithm iterates
until an appropriate alphabet extension is found. Its complexity,
which is O (N% - N3), is dominated by that of the event set
extension.

Note that there is currently no analogous result that addresses
the event set extension for the msa-observer condition.

E. Conditions for Maximally Permissive Control

In the literature, there is one result in [10] that employs output
control consistency (OCC) as introduced in [1] as a sufficient
condition for maximal permissiveness in the control architecture
in Section III-A.

Definition 3.4 (OCC): Let H be an automaton, let ¥,. C X
be a set of uncontrollable events, and let X7 C . The natural
projection pg : X* — 3§ is output control consistent (occ) w.r.t.
L(H) and X, if for every s € L(H) of the form

S:O'l---JkOI'S:8/000'1---01“ ]{}21
where 09, o € Ypando; € X —Ypfori=1,....k—1, we
have the property that oy, € Xy = (Vi=1,...,k)o; € Eye.

This means that, whenever o, is an uncontrollable event in
Yue N Yo, its immediately preceding events in 3 — 3o must all
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be uncontrollable, such that its nearest controllable event is an
element of Y.

With the additional assumption that all plant components do
not share any events, [10] states the following result.

Theorem 3.5: The control architecture in Section III-A is
nonblocking and maximally permissive if ¥n; = 0 and p; is
an L,,,(S;/H;)-observer and occ w.r.t. L(S;/H;) and ¥; ., for
1 =1,...,n.

[10] also suggests an algorithm with complexity O (N)Q() in
order to modify a given natural projection to be occ.

F. Discussion of Existing Results

In summary, the state of the research concerning the hierar-
chical and decentralized architecture described in Section III-A
offers sufficient conditions for the nonblocking supervisory
control that can be verified in polynomial time. However, the
algorithmic computation of natural projections for nonblocking
control is only applicable to the natural observer condition,
and maximally permissive control can only be verified for
the restrictive case where the plant components do not share
events. Moreover, the computation of natural projections for
nonblocking and maximally permissive hierarchical and de-
centralized control currently relies on the iterative application
of the observer extension algorithm in Section III-D and the
algorithm for OCC as indicated in Section III-E.

In the subsequent section, we identify local control consis-
tency (LCC) of natural projections as a sufficient condition for
maximally permissive control that is suitable for our control ar-
chitecture and less restrictive than OCC. Furthermore, we show
that the assumption of mutual controllability allows the maxi-
mally permissive control for the case where plant components
share events. Then, we investigate the algorithmic computation
of appropriate natural projections for nonblocking and maxi-
mally permissive hierarchical and decentralized control in Sec-
tion V. We first deduce a generalized observer extension algo-
rithm from Algorithm 1 in order to compute natural projections
that are msa-observers. Moreover, we derive an appropriate for-
mulation of LCC that allows to use the generalized observer ex-
tension algorithm for the computation of natural projections that
are locally control consistent.

Algorithm 1 (Observer Extension): Input: H, 3

1. Compute the quasi-congruence 47y, and the QA Hy,» ;.

2.if H Yo is deterministic and contains no og-transitions
return >
else

event set extension of >y as in [15] and go to 1.

IV. MAXIMALLY PERMISSIVE CONTROL

The goal of this section is the development of conditions that
are sufficient for nonblocking and maximally permissive control
in conjunction with the existing results on nonblocking control
in Theorem 3.1 and 3.2. As opposed to the previous work in [10],
it is desired that the requirement of mutually disjoint alphabets
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of the plant components H;, « = 1,...,n in Theorem 3.5 is
relaxed.

In principle, it has to be considered that the fulfillment of (9)
both depends on the plant abstractions based on the projections
pi»i=1,...,n and on the specification K = K|| (]|"_, K;) as
in (5). In this paper, we intend to determine p;, : = 1,...,n
such that (9) holds for all possible specifications. In order to
achieve a unified treatment, instead of deriving extensions
to the conditions in Theorem 3.1 and 3.2 separately, our
investigation is based on two common properties: The control
architecture is nonblocking and all projections p;, 72 = 1,...,n
are L(G,;)-observers. Now we address the following problem.

Problem 1: Assume that the control architecture in Sec-
tion II-A is nonblocking and that p; is an L(G;)-observer
for» = 1,...,n. We want to find sufficient conditions for
the natural projections p;, « = 1,...,n such that the control
architecture is also maximally permissive.

A. Conditions for Maximally Permissive Control

We first state a condition that supports the stepwise solution of
Problem 1. It holds that the control architecture in Section III-A
is maximally permissive if the projection of the closed-loop lan-
guage in the case of monolithic supervisory control is control-
lable w.r.t. the closed language of the high-level plant.

Proposition 4.1: Assume that the control architecture in Sec-
tion ITI-A is nonblocking, and define p™ : ¥* — (Zh)*, Also
let K C 3* C % and write Kqyp = #ir.(6) . (K| Lin(G)). If
pM(Kyup) is controllable w.r.t. L(H™) and X", then the con-
trol architecture is maximally permissive.

Proof: According to (9), it has to be shown that
L (S/G) = Kup. As L(S/G) is controllable w.r.t. L(G), the
fact that .S is nonblocking establishes that L,,,(S/G) is control-
lable w.r.t. L(@). Together with Ly, (S/G) C L (G)|| K, this
implies that L,,(S/G) C K. sup- To show the reverse inclusion,
we observe that phi(f('sup)HLm(G) C Ly, (SM/H")|| L, (G)
as p}‘i(Ksup) is controllable w.r.t. L(H") and 2. Since

Kap C (") (0" (Kawp)) and Kap € L (G), also
Ko € (0") 71 (0" (Kaup)) N Lin(G) = PP (Kaup) | L (G) €
L, (SM/HY)|| L, (G) = L,,(S/G). [ ]

As a consequence, it must hold for the realization of the
supremal controllable sublanguage [A(mp that the supervisor
S only needs to disable controllable high-level events in X2,
In the next definition, we introduce local control consistency
(LCC) as a novel condition for the projection p"' that implies
this requirement as shown in the subsequent Lemma 4.1.

Definition 4.1 (LCC [17]): Let G be an automaton over the
alphabet 3, let ¥, C X be a set of uncontrollable events, and
let X9 C . The natural projection pg : £* — X is locally
control consistent (lcc) w.r.t. a string s € L(G) and X, if for
all 0y € XN e 8.t po(8)oue € po(L(QG)), it holds that either
Pu € (2—0)* s.t. suoye € L(G)orthereisau € (Xyc—Y0)*
s.t. suoy. € L(G). Furthermore, we call pg Icc w.r.t. a language
L' C L(G) and X, if pg is lcc for all s € L'.

In words, a natural projection is locally control consistent
w.r.t. astring s € L(G), if for each uncontrollable event o, €
Yue N XM that is feasible after the corresponding projected

729

Fig. 5. Illustration of local control consistency.

string, there is either no continuation or an uncontrollable con-
tinuation of s that terminates with o,.. Hence, if o, is possible
after s, then it cannot be prevented.

Example 4.1: We illustrate LCC by the automaton H over
the alphabet > = {a,b,c,d, e, f, g, a, 4} in Fig. 5. Using the
abstraction alphabet, > = {a, 3} and the projection p" :
¥* — (Lh)*, the high-level plant H™ is obtained. Note that
transitions with controllable events are marked by a tick, i.e.,
Y. = {c,e,f,a}. Then it holds for all strings in L(H") that
can be extended by the uncontrollable high-level event (3 that
the corresponding low-level strings (leading to the states 2, 3,
4, 5 and 6) have at least one uncontrollable extension in (3, —
Yhi)* after which £3 is feasible. Hence, p is Icc w.r.t. L(H)
and X, = {a,b,d, g, 5}.

Lemma 4.1: Assume that the control architecture in Sec-
tion ITI-A is nonblocking and that p"! is an L(G)-observer. Also
let K C ¥* C ¥* and write Ky, = HL(G),EUC(k||Lm(G))~
Then it holds that p™(K,,) is controllable w.r.t. L(H"™) and
Yhiif phiis lec wort. L(G) and X,

Proof: We assume that p" is lcc w.r.t. L(G) and Y. It
has to be shown that p"(KL,,) is controllable w.r.t. L(H™)

and X1, Assume the contrary, i.e., we have ¢ € phi(Ksup) and

Oue € XM st toye € L(H™) but toy. ¢ p™(Kqup). Since

t € p"i(Kuup), it follows that (2*XM U {e}) N (p")~1(t) N
L(G) # 0. Considering that to,. € L(H"), and p" is an
L(G)-observer, for all s € (3*XM U {e})n (p")~1(t) N L(G),
there must be a v’ € (¥ — Xh)* s.it. su’oy. € L(G). Hence,
Definition 4.1 implies that there is also a u € (X, — Xo)* s.t.
suoy. € L(G) which contradicts the assumption that ¢, &
P (R gup)- "

The conditions for maximal permissiveness in our previous
considerations rely on the fact that the locally controlled plant
G is given explicitly. Since our architecture is designed to
avoid the explicit evaluation of (G, we now investigate how the
presented results can be applied for the maximally permissive
control in the decentralized case. The following theorem states
that LCC is sufficient for maximal permissiveness if only the
realization of the global specification K is taken into account.

Theorem 4.1: Assume that the control architecture in Sec-
tion ITI-A is nonblocking and that p; is an L(G;)-observer for
i = 1,...,n. If L(G;) is lcc wr.t. L(G;) and %; ¢ for all
i=1,...,n,then L, (S/G) = KL(G)’E“C([A(HLm(G)).

Proof: We verify the conditions in Lemma 4.1. With [10]
[Proposition 5], p"' : ©* — (X1)*isan L(G)-observer. Hence,
we show that p" is lcc w.r.t. L(G) and ¥,,..

Lett € L(HY), s € L(G) and 0, € X, s.t. t = phi(s)
and to,. € L(H"). Define 6; : ¥* — ¥ fori
Since s € L(G), s; := 6;(s) € L(G;) for all ¢ , M.
Furthermore, for all ¢ s.t. oy € X, pi(si)oue € pi(L(G:))).
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Fig. 6. Illustration of mutual controllability.

As p; is an L(G;)-observer and lec w.r.t. L(G;) and %, ., for
all 2 such that o,. € ¥, there exists a u; € (Ei,uc Ef“uc)*
s.t. s;u;04e € L(G;). For all remaining 4, let u; = e. Defining
U 1= U1 ... U, and noting that u; € (X;uc — Xin)*, we have
u € ||7_;{w;}. Hence, suo,. € L(G) = ||7-;L(G;), and u €
(Bue — ZH)™ *. Since ¢, s and o were arbitrary, it follows that
pislec wrt. L(G) and ¥, n
In order to achieve maximal permissiveness for the overall
control architecture, the realization of the local specifications
K;,i=1,...,n also has to be considered. To this end, we in-
vestigate H; and Ho in Fig. 6. Let ¥4 = ¥4 = {«, 8}, define
H := H,||H>, and assume that all events are uncontrollable.
Then, the local specification K1 || L,,(H1) with Ky := L,,,(D1)
is not controllable w.r.t. L(H;), while K1 ||L,,(H) is control-
lable w.r.t. L(H). Here, maximal permissiveness is violated
since the local supervisor synthesis with K; and H; neglects
the fact that « cannot occur after a € L(H;) because of the
synchronization with Hs. This situation can be avoided if the
plant components are mutually controllable [25], which ensures
that after any string of a composed system, the occurrence of an
uncontrollable shared event is either feasible in all components
that share it or it is infeasible in any component.
Definition 4.2 (Mutual Controllability): Let H;, Hj, be au-
tomata and define the projections p; . : (X; U Xy)* — X} and

P+ (Xp UX;)* — X7, H; and Hy, are mutually controllable
if
L(H;)(Sk,ue N %i) N pri (g (L(H)) C L(H;),
L(Hp)(Siuc N k) N pik ( Py i (L(H:)) C L(Hy).

Extending the conditions in Theorem 4.1 with mutual con-
trollability is sufficient for maximally permissive control in our
control architecture including local specifications.

Theorem 4.2 (Maximal Permissiveness): Problem 1 is solved,
i.e., the control architecture in Section III-A is maximally per-
missive, if p; is lecc w.rt. L(G;) and & foralli = 1,...,n,
and all local components H;, Hy, 1, k = 1,..., 1 0 ;é k are
mutually controllable.

The proof of Theorem 4.2 relies on the following lemmas.

Lemma 4.2: Assume that automata H; with the al-
phabets ¥; and languages K;, C X7, ¢« = 1,...,n
are given. Furthermore, define H := ||”;H; and let
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H;, and Hy, i, k = 1,...,n, i # k, be mutually
controllable. Then, KL(H),Sue (Lo (H)|| K1 || -+ - [| K7n)
C [fimimnm) s (bm (H)[|[Ki) = Lin(G).

Lemma 4.3: Let H be an automaton over X, ¥, C X the
uncontrollable event set, and K7, Ko C ¥* specifications. Then

KL(H), S (L (H) || K[| K2) =

K/NL(H).Z"c(LW(H)”KI):EUC( L(H),Zu ( ( )||K1)”K2)

Lemma 4.2 is shown in Appendix A, while Lemma 4.3 is
stated in [19] [Exercise 3.7.13]. Now, Theorem 4.2 is proved.

Proof: Let Lyax = Kp(a),s. (L (H)[[ KL [ Kp).
We first show that Lyax = krg),s. (Lm(G)). On the
one hand, LmaxXuc N L(G) C Lpaxduc N L(H) C
Lmax. That is, Lp.x is controllable w.rt. L(G) and
Yue- According to Lemma 4.2, also Lpax € Lin(G).
With this krm) s, (Ln(H)[[Ka]l -+ [Kn) = Lmax S
KL(G),Su (Lm(G)) follows.

To show the other inclusion let 5 € # L(@),Se (L (G)). Tt
holds that L,,(G) C (L..(H)||K1]|---||K.), and every sub-
language of L,,(G) that is controllable w.r.t. L(G) and X,
is also controllable w.r.t. L(H) and ¥, since L(G) is con-
trollable w.r.t. L(H) and X,.. Hence, £1(g)5..(Lm(G)) =
Er(H), S0 (Lin(G)) € Kpm),s, (L (H)|| K| - - - [ Ky) such
that s € kp(a) s, (Lm(H)||K1||-- - || K, ). Hence, Lemma 4.3
implies the formula shown at the bottom of the page. Now ap-
plying Lemma 4.3 and then Theorem 4.1, we obtain

A

HHL(G).EUC (L (G)), S e (HL(G),EUC (Lm(G))HK)
= KL(G),Sue (L (G| K) = L (S/G)

hi
— L (73 ) 1
= Ly (S"/H") || Ly, (S1/Hy) ||

KL(H),Se (K)=

|
Finally, we combine the conditions in Section III-B and in
this section to achieve nonblocking and maximally permissive
hierarchical and decentralized supervisory control.
Corollary 4.1: The control architecture in Section III-A is
nonblocking and maximally permissive if
1) p;isleccwrt. L(G;) and X; o fori = 1,...,n

2) H;, Hy, are mutually controllable for i,k = 1,...,n, i #
k;
3) (a) p; isan L,,(S;/G;)-observer fori = 1,...,n or (b) p;

is an msa-observer w.r.t. L,,(S;/G;) and L(S"/H") is
live wr.t. $8 fori = 1,...,n.

KL(H), S0 (K) = Br), s

KL(H),Sue (Lrn.(H)HKl”"'HKn)yzuc(

- K/K"(G)&Zuc (Lm (G)),Zuc (KL(G)’E“C (

KL(H), S (Lm(
Lin(G))|IK).

L (H)| K| K1l -+ 1K)

H)| K| - 1K) | )
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Fig. 7. Multi-level hierarchical and decentralized control architecture.

Proof: The proof of Corollary 4.1 follows from Theorem
4.2 considering that both 3.(a) and 3.(b) imply that S is non-
blocking and p; is an L(G;)-observer fori = 1,...,n. [ |
The results in this section are elaborated for a control archi-
tecture with two hierarchical levels. It is shown in [17] that the
same conditions can be employed in a multi-level hierarchy as
depicted in Fig. 7. Here, each high-level closed-loop S I(Q) /H l(q),
q > 0 (g indicates the hierarchical level) can be used as a
low-level plant for a further hierarchical synthesis.

B. Related Work

In order to relate our novel result for maximal permissiveness
to the existing condition in [10], we show that OCC as described
in Section III-E is more restrictive than LCC.

Lemma 4.4: Let H be an automaton over X, let X, C X be
a set of uncontrollable events, and let >3 C Y. Then, it holds
for pg : X* — X that

po is occ w.r.t. L(H) and X,

= po is lecc w.rt.L(H) and Y.

Proof: Let pg be occ w.r.t. L(H) and ¥, and assume
that s € L(H) for some t € po(L(H)) with po(s) = t and
s.t. toue € po(L(H)) for some oy € ye. Then, either Pu €
(X — Xo)* s.t. suoy. € L(H) orthereisau € (X — Xp)*
s.t. suoy. € L(H). In the first case, LCC holds by definition.
Otherwise, since py is occ, it must hold that u € (X, — Xo)*.
Noting that ¢, oy, and s € L were chosen arbitrarily, pg is lcc
w.rt. L(H) and 3. []

With this result, it is readily observed that the conditions in
[10] are more restrictive than our comparable conditions (1., 2.,
3.(a)) in Corollary 4.1. The work in [10] requires OCC instead
of 1., and assumes that the plant components do not share any
events (i.e., mutual controllability is trivially fulfilled) instead
of 2. Furthermore, the conditions 1., 2. and 3.(b) in Corollary
4.1 constitute a novel result for the nonblocking and maximally
permissive hierarchical control.

V. UNIFIED APPROACH FOR THE COMPUTATION
OF NATURAL PROJECTIONS

In this section, we investigate the algorithmic computation of
projections that are suitable for the nonblocking and maximally
permissive hierarchical and decentralized control. To this end,
we present a generalized extension algorithm that allows the
unified computation of projections that are natural observers and
Icc, and msa-observers and lcc.

A. Generalized Extension Algorithm

The application of Algorithm 1 does not depend on the
L,,(H)-observer property to be achieved: both the verification

731

of the L,,, (H )-observer condition (step 1. and the if clause in 2.)
and the event set extension in step 2. only use the fact that the
L,,(H)-observer property can be formulated as a quasi-con-
gruence /7, . on the state set of H with the corresponding QA
H e, So s stated in Theorem 3.1. Hence, Algorithm 1 can be
employed for imposing any condition on the natural projection
po(L') of alanguage L' C L(H) that can be formulated based
on a quasi-congruence p* and such that the QA H,- x, is
deterministic and does not have og-transitions. We denote this
modification of Algorithm 1 with a general quasi-congruence
p* instead of p7, - and the corresponding QA H - 5, instead
of H,- v, as the generalized extension algorithm.

B. Computation of MSA-Observers

As a first application of the generalized extension algorithm,
we observe that the msa-observer condition in Definition 3.2
is a condition for the projection po(L,,(H)) of the language
L,,(H) C L(H) that can be formulated as a quasi-congruence
Hmsa With the corresponding QA H . v as stated in Theorem
3.4. Hence, the generalized extension algorithm enables the al-
gorithmic computation of msa-observers, where y* = p¥ .. and
Hy- s, = Hyy, 5, Taking into account that pij;,, can be com-
puted based on the dynamic system H s, in Section III-C, the
generalized extension algorithm is performed with a complexity
of O (NYN3).

C. Maximally Permissive Control

The goal of this section is the computation of projections
po @ X* — 3§ that are lcc w.r.t the closed language L(H)
of an automaton H and a set of uncontrollable events ... Re-
ferring to the considerations in Section V-A, we formulate LCC
in terms of a quasi-congruence. We define the dynamic system
Hyi. = (X, {As|0 € Zo} U{As. 1cc|ouc € Zouc}), with

Agpolce : X — 2X st
U As(z) iffue (T — )"
o€ s.t. 0(x, uoye)!
Ao'uc,lcc(x) = or Ju € (Euc — ZO,uc)*
s.b. 8(x, uoye)!
) otherwise.
(12)

That is, A, 1cc maps a state © € X to all states in
Usesy, Ao (7) if and only if the strings leading to the state
fulfill LCC. Computing the coarsest quasi-congruence /.. on
I:Ilcc and the QA H we oo lcc can be verified in conjunction
with the L( H )-observer condition with the following theorem.

Theorem 5.1 (LCC Verification): The projection pg is an
L(H)-observer and lcc w.r.t. L(H) and ¥, iff Hy: s, is
deterministic and contains no og-transitions.

Example 5.1: Theorem 5.1 is illustrated in Fig. 8. With the
automaton H and the alphabets ¥y = {a}, ¥,c = {a,b,c, e},
the dynamic system is Hice (X, {Aq;Aq 1ec}) with
A, () X forall z € X and A, jec(z) = X for
z € {2,3,5}, while A, 1cc(1) A iec(4) (. The
coarsest quasi-congruence /.. is depicted by the shaded areas
in H. The computation of the QA H - s, shows that py with
Yo = {a} is not lcc. A projection that fulfills Icc is achieved
when adding a to the abstraction alphabet, i.e., ¥ = {a, a}.
Then, the corresponding QA is H ;. s in Fig. 8.
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Fig. 8. Verification of local control consistency.

In order to prove Theorem 5.1, we introduce the Nerode
equivalence =y, for a language L C * [19]. Let s, s’ € L.
Then

s=s mod=piffVueX:sueLesuel (13)

Based on this definition, we now relate 4. . and the Nerode
equivalence [=, (r(m)) ©opo] for the projected language
po(L(H)) in the following proposition. It shows that the
projection of two strings in L(H) leads to the same Nerode
equivalence class in po(L(H)) if and only if the two strings
lead to states in the same equivalence class of j,..

Proposition 5.1: Let H = (X, X, 6, zo, X, ) be an arbitrary
automaton and =, ((#)) °Po); /11, be defined as above, let po
be an L(H)-observer and lcc w.r.t. L(H) and X,. Also let z,
2’ € X and s, s’ € L(H) s.t. z = §(xg, ) and 2’ = 6(z0, s').
Then

r=a" moduj,. & s=s mod=, L) opo]- (14)

Proposition 5.1 is proved in Appendix B. Based on this re-
sult, Theorem 5.1 follows. To this end, we extend A, to strings:
A (z) == z and Ay, = J{As(2")|2" € Ay(z)} forz € X
and to € 3.

Proof: “=": 1Tt holds that pg is an L(H )-observer and lcc
w.r.t. L(H) and Xy,c. We show that H .+ s, is deterministic and
has no og-transitions.

We first prove that H o is deterministic. Assume the con-
trary and denote the state set and transition function of H S
as Y and v, respectively. Then, there are ¥, 7, 3 € Y, o€ EO
st.g# ¢ and{y,9'} C v(y,0). Then, thereexistx Z, x e
X with {z,z'} C cp;%c(y) T € cp,. L)), i € Cp,: (y’)
and 6(z,0) = &, 6(2’,0) = &' accordlng to the QA ‘con-
struction. Let s, s € X* s.t. §(zo,s) = = and 6(zo,s’) =
2, ie., s = s'mod[=,,(r(m)) opo] according to Proposition
5.1. Then, & # &'mody;.. (since § # ') implies that so #
s'omod[=p, (L(m)) opo] (Proposition 5.1), i.e., w.l.o.g., there is
t € 3§ s.t. po(so)t € po(L(H)) but po(s'o)t & po(L(H)).
But then, po(s)ot € po(L(H)), while po(s')ot & po(L(H))
contradicts that s = s'mod|[=,, (r(x)) °Po]-

‘We now show that H Yo does not have gg-transitions. As-
sume the contrary. Then, there are y, § € Y with y # g
st. gy € v(y,o0) and z, T € X,0 € ¥ — ¥y st.xz €
cp;l%c (y), T € cp;l{c (9), and & = 6(z, o) according to the QA
construction. Let x = 6(zo, s) for some s € L(H). Again,
since # Z #modyj,, also s Z somod[=,, (r(m)) opo]. Then,
w.lo.g., there is t € X s.t. po(s)t € po(L(H)) but po(so)t &
po(L(H)). Since po(sa)t = po(s)t, this leads to contradiction.

<”: It holds that H,: =, is deterministic and has no
oo-transmons We show that po is an L(H)-observer and lcc
wrt. L(H) and ¥,,..
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We first prove that pg is an L(H )-observer. Let s € L(H)
and po(s)t € po(L(H)) for t € ¥§. Let x := (g, s) and
y = cpy: (). Then, there are two cases. If v(y,t)!, 32’ €
cpmcc( ) s.L. Ay(z") # 0. Since pf.. is a quasi-congruence for
H.., also A(x) # (0. Hence, there is u € ¥* s.t. su € L(H)
and po(su) = po(s)t. If V(y t) does not exist, there must be
y # ystv(y,t)! and 2’ € cp# Y (y') with §(zg,s") =
x' and po(s’) = po(s). But this is only possible if H,- v,
is nondeterministlc or contains Yg-transitions, which leads to
contradiction.

We finally show that pg is lcc w.r.t. L(H) and X,,c. Let s €
L(H) and po(s)o € po(L(H)) for ¢ € Yye N Xo. We write
T 1= 0(wo,s) and y 1= cpyr ( ). Again, there are two cases.
If v(y, J)' there is ©’ € cp . Y (y) st d’ = §(a’,0) exists.
Then, i/ € A,(z') and 2’ € A, 1ec(z') imply that A, (z') N
Ag,lcc(x') # (. Since .. 1s a quasi-congruence for H lcc, also
Ay ()N Ag1ec(z) # 0. But this implies that Ju € (X, — Xo)*
s.t. suc € L(H), i.e., po is lcc for Xyc. If v(y, o) does not
exist, there must be ¥/ # y s.t. v(y',0)! and s’ € L(H),
a' = 6(xo,8") with cpye (2') = y' st po(s) = po(s).
This is only possible if Hy,- s, is nondeterministic or contains
0-transitions. [ |

Hence, the generalized extension algorithm can be used for
the computation of projections that are Icc if p* = pf.. and
H, s, =H, pi %, are chosen in Algorithm 2. Again, the com-
putation of uj.. based on the dynamic system H).. allows for
a computational complexity of O (N;l( . N%) Furthermore, the
computation of nonblocking projections and maximally permis-
sive projections can be performed together. To this end, we de-
fine the dynamic systems ﬁobs,lm o= (X, {Ay]o € Yo} U
Agps U {AU,196|0' € Eo,uc}) and Hmsa,lm = ()(7 {A0|0 €
Yo} U Amsa U {Asicclo € ¥g,uc}). Then, Algorithm 2 with
1 = Hops e and the QA H w5y = Hy» |, is suitable
for the unified computation of projections that are natural ob-
servers and lcc, while Algorithm 2 with p* = pp ;.. and the
QA Hy+ s, = Hp: | 5, enables the unified computation
of projections that are msa-observers and lcc with complexity

O (N% - N3).

Algorithm 2 (Generalized Extension): Input: H, X

1. Compute the quasi-congruence p* and the QA H - 5, .
2.if H,- v, is deterministic and contains no op-transitions
return >
else

event set extension of Xy as in [15] and go to 1.

VI. APPLICATION EXAMPLE

In this section, we apply the concepts presented in the pre-
vious sections to several components of the Fischertechnik sim-
ulation model of the Chair of Automatic Control, University of
Erlangen-Nuremberg in Fig. 9 (see also [8], [23]). We first illus-
trate the computation of different abstractions for a stack feeder
in Section VI-A. Then, we employ the approach in Section V-C
to synthesize maximally permissive hierarchical control for a
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stack feeder -

rest position
(sfr,sfnr)

block

A[Q_)! conveyor
; n sfmv,sfs)
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Fig. 10. Stack Feeder (SF): (a) front view; (b) side view.

Fig. 11. SF level 0: (a) supervisor; SF abstraction level 1 (b) natural observer;
(c) msa-observer (with and without LCC); (d) natural observer with LCC.

rail transport system in Section VI-B, and compare the different
abstractions by means of a supervisor synthesis for the overall
manufacturing system in Section VI-C. All computations are
carried out with the observer-plugin of the 11bFAUDES software
library for DES [26].

A. Stack Feeder

As is shown in Fig. 10, the stack feeder (SF) comprises a
tower that can hold wooden parts and a conveyor belt with a
small block attached to it that can push parts towards the neigh-
boring conveyor belt C1. A light barrier detects if parts arrive
or leave the SF which is modeled by the events sfa and sf1,
respectively. In addition, the conveyor belt of the SF can start
and stop moving (events sfmv and sfs), and a magnetic sensor
detects if the small block attached to the belt reaches (sfr) or
leaves (sfnr) its rest position. The motion of the belt is initi-
ated by the event sf-c1 that is shared with C1. The closed-loop
behavior of the SF according to a supervisor design performed
in [8] is given by the automaton GéOF) in Fig. 11(a). It is desired
that a present part is transported to C1 before the belt stops at
its rest position.

We now investigate possible abstractions for a hierar-
chical supervisor design. The initial abstraction alphabet is
Zéllg = {sf-c1} with the only shared event sf-c1. The
projection alphabets for the computation of L,, (G(S%))—ob-
servers (Section III-D) and msa—9bservers (Section V-B) are
ZélF) = {sf-cl,sfa} and ESF) = {sf-c1}, respectively.
The corresponding abstracted plant models Hé;) are shown
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Fig. 13. Level 0 supervisors: (a) R2; (b) C16.

in Fig. 11(b) and (c), which suggests that the msa-observer
condition is beneficial for this example. In addition, we com-
pute locally control consistent projections that are suitable for
maximally permissive control as proposed in Section V-C.
Here, the Lm(G(S%))—observer computation with LCC yields
I
ESP) = {sf-c1,sfa, sfmv} (Fig. 11(d)) and the msa-observer
/
computation with LCC leads to ESF) = {sf-c1} (Fig. 11(c))
since there is no uncontrollable high-level event. It is interesting

to note that the projection to {sf-c1, sfa, sfmv} is suitable for
maximally permissive control but does not fulfill OCC.

B. Rail Transport System

The rail transport system (R) is depicted in Fig. 12. It consists
of two carts R1 and R2 that travel between different positions
on a shared rail. A conveyor belt is mounted on each cart (C15
on R1 and C16 on R2) such that parts can be loaded. In our
study, we assume that R1 can serve the conveyor belts C7 and
C9, while R2 moves between C10 and C9. Switch-keys in front
of each conveyor belt indicate the presence of R1 or R2.

1) R2: The closed-loop of R2 after a local supervisor syn-
thesis is depicted in Fig. 13(a). R2 initially waits in front of C10.
If a trip to C9 is requested (r2-10 — 9), R2 moves to the left
(r21), leaves the switch-key at C10 (r2110), arrives (r2a9)
and stops (r2s) at C9. The travel back to C10 is initiated by
r2_9-10. Then, R2 moves to the right (r2r), leaves C9 (r219),
arrives (r2a102 and stops at C10.

2) Cl6: Gcol)6 in Fig. 13(b) represents the closed-loop of
C16. The shared events c10-16 and c16-9 model the transport
of a part from C10 to C16 and from C16 to C9, respectively.
When a part arrives/leaves, c16a/c161 occurs. Furthermore,
the motion of C16 is described by c16d (down), c16u (up) and
c16s (stop).

3) R2 and C16: We now consider the joint action of R2
and C16, where it is desired that parts are transported from
C10 to C9, while R2 and C16 are not allowed to move at
the same time. This behavior is specified by Ly, (DSQ)CIG)
in Fig. 14(a). Following the hierarchical approach in Sec-
tion III-A, we compute abstractions with the initial alphabet
$() = {r2.10-9,12.9-10,12s,7219,12110} for Gy and
with B, = {c10-16,¢16-9, c16s} for G);, where r219
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Fig. 14. Level 1 specification: (a) R2 and C16; Level 1 abstractions: (b) R2

(natural and msa-observer); (¢) R2 (natural and msa-observer with LCC);

(d) C16 (all abstractions); Level 2 abstractions: (e) R2 and C16 (natural and
msa-observer); (f) R2 and C16 (natural and msa-observer with LCC).

(2)
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L
ril9 rils
OO,
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Fig. 15. Level 2 abstractions: (a) R1 and C15 (natural and msa-observer);
(b) R1 and C15 (natural and msa-observer with LCC).

and r2110 are included in Egz) for a later supervisor synthesis.
The resulting abstracted plant model of R2 for the case of
nonblocking control (both natural and msa-observer) and max-
imally permissive control (additional fulfillment of LCC) are
depicted in Fig. 14(b) and (c), respectively. The computation of
abstractions for C16 always yields the abstracted plant model
G4, in Fig. 14(d).

After the synthesis of a nonblocking supervisor for
L (ng)HG(clfs) and L, (Dgcm)’
ther abstraction with the initial alphabet 2%)016 =
{c10-16,c16-9,r219,r2110} that contains all events that
are shared with the connected components and further spec-
ifications used in the subsequent sections. The resulting
abstractions for nonblocking control and maximally permissive
control are shown in Fig. 15(e) and (f), respectively. In addi-
tion, it can be verified that all high-level closed-loops are live
w.r.t. to their component alphabets, i.e., in each of the states
of Hl%)cw, there exists a string that ends with an event in the
alphabet of H ((]11)6 and H P({12) , respectively.

4) RI and CI5: An analogous synthesis as for R2 and C16
is performed for R1 and C15. Initially, R1 waits in front of C7.
The main difference is that R1 has to pass C8 before C9 can
be reached. The abstracted plant model Hr({21)c1 5 is shown in
Fig. 15 (a) (nonblocking control) and (b) (maximally permissive
control).

5) Overall Rail Transport System: The overall rail trans-
port system is composed of the abstracted plant models H 5{21)01 5

we obtain a fur-
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Fig. 16. Level 3 specification: (a) Dsl)m; Level 3 abstraction: (b) R1 and
R2 (natural and msa-observer); (b) R1 and R2 (natural and msa-observer with
LCC).

and H E({22)016’ and it is desired that R1 and R2 do not travel to-
wards C9 simultaneously as specified by D1(131)R2 in Fig. 16(a).
We design a nonblocking supervisor for L (HI%)CISHH 1({22)016)

and Lm(Dg’l)RQ) for the case of purely nonblocking control
with 5 states and additional maximal permissive control with
26 states (it can be verified that mutual controllability is ful-
filled for all plant components). Furthermore, we abstract the
computed closed-loop behaviors in order to obtain a model of
R that can be used in a supervisor synthesis for the overall man-
ufacturing system. In the first case, we compute a nonblocking
abstraction (natural observer and msa-observer) with the initial
alphabet £, = {c10-16, ¢16-9, c7-15, c15-9} and the ab-
stracted plant model with 3 states in Fig. 16(b). In the second
case, the abstracted plant model with the projection alphabet
Zg’l)m U{r1l,rir,r21,r2r} has 17 states. The projection of
this model to the alphabet Eg’l)m is shown in Fig. 16(c). Com-
paring to Fig. 16(b), it is readily verified that a larger closed-
loop behavior is achieved by enforcing maximally permissive
control by means of projections that fulfill LCC. However, it
has to be taken into account that the abstracted plant models
for maximally permissive control are potentially larger than the
models that are obtained if maximally permissive control is not
enforced.

This effect can also be seen in Fig. 17 that illustrates the hi-
erarchical architecture for the rail transport system. Here, the
shaded boxes indicate the automata that have to be used to im-
plement the supervisor according to (7), and the numbers next to
the automata names state the respective number of states for the
nonblocking (left) and the maximally permissive (right) case.
Together, the supervisors needed to achieve nonblocking con-
trol have a sum of 75 states, while the supervisors required for
maximally permissive control have a state count of 106. In com-
parison, a monolithic synthesis evaluates a plant with 165 620
states and a specification with 168 states to compute a super-
visor with 404 states.

C. Comparison of Different Abstractions

We follow the hierarchical design in [8], [23] to synthesize
supervisors for the manufacturing system in Fig. 9 with its 25
subsystems. For abstraction, we compute natural observers and
msa-observers and their maximally permissive counterparts.
Table I shows the accumulated state counts of the resulting 39
supervisors.3 It can be observed that the use of msa-observers is
beneficial for this application. In addition, the results in Table I

3A monolithic supervisor would be in the order of 103 states [8].
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Fig. 17. Hierarchical architecture of the rail transport system.

TABLE I
SUPERVISOR STATE COUNTS FOR DIFFERENT ABSTRACTIONS

abstraction natural msa- natural observer | msa-observer
observer | observer with LCC with LCC
state count 8138 3946 13729 4050

confirm that maximally permissive abstractions potentially lead
to larger supervisors.

Note that although natural observers and msa-observers are
not sufficient for maximally permissive control, supervisors ob-
tained by these abstractions can still be maximally permissive.
Considering large-scale systems, this property can be verified
by dividing the supervisor product in (7) into smaller groups
of supervisor products of manageable state sizes. If all such
groups prove to be equal for both the purely nonblocking and the
nonblocking and maximally permissive control, then the purely
nonblocking supervisor synthesis also results in maximally per-
missive control. Hence, in case maximal permissiveness can be
verified by such comparison, the smaller supervisors can be im-
plemented while still achieving maximally permissive control.
Since our example exhibits this property, it is possible to choose
the smallest supervisor with an accumulated state count of 3946
for maximally permissiveness.*

VII. CONCLUSION

The abstraction-based synthesis of supervisors for large-scale
discrete event systems (DES) is a powerful tool to cope with the
potential state space explosion. In this respect, appropriate ab-
stractions have to be chosen so as to guarantee desirable prop-
erties of the closed-loop system such as nonblocking behavior
or maximal permissiveness.

“Note that the specification for the rail transport system in this application is
different from the specification in Section VI-B.
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In this paper, natural projections with certain properties serve
as abstractions in a hierarchical and decentralized control archi-
tecture. As an extension to earlier work that introduces natural
observers and msa-observers as sufficient conditions for non-
blocking control, our work proposes local control consistency as
anovel sufficient condition for maximally permissive control. In
particular, it is shown that local control consistency is less con-
servative than output control consistency which was previously
used to achieve maximal permissiveness.

Furthermore, we develop a concise method for the computa-
tion of natural projections that fulfill the derived sufficient con-
ditions for nonblocking and maximally permissive hierarchical
and decentralized control. To this end, we first point out that the
natural observer extension algorithm by Feng and Wonham can
be generalized to determine natural projections with properties
that can be formulated as quasi-congruences. Then, we show
that not only the natural observer condition and the msa-ob-
server condition but also local control consistency can be stated
in terms of a quasi-congruence. Hence, it is possible to em-
ploy this generalized extension algorithm for the computation
of natural projections that are nonblocking (natural observers
or msa-observers) and maximally permissive (locally control
consistent).

The effectiveness of our approach is illustrated by the
supervisor synthesis for several subsystems of a manufac-
turing system. It is observed that the condition on the natural
projections that should preferably be employed depends on
each specific application. In our manufacturing system, the
msa-observer condition yields abstractions on smaller state
spaces. Moreover, it is verified that adding the requirement of
locally control consistent natural projections for maximally
permissive control potentially leads to larger state spaces of
the abstracted plant models. This result illustrates the trade-off
between the size of the resulting supervisor and the possible
conservativeness of the control.

APPENDIX A
PROOF OF LEMMA 4.2

We define 0; : ¥* — X7 and state the following Lemma.
Lemma A.1([23], [Lemma A.8)]: Let H = ||" 1Hj, let
H;, Hy,i,k =1,...,n,i # k, be mutually controllable and

lets; € L(H;) and o € Y st sio € L(H;). Then, for all
s € L(H) s.t. 0;(s) = s;, it holds that so € L(H).
Using Lemma A.1, Lemma 4.2 can be proved.
Proof: Let s € kp(a)(Lm(H)||Ky]l---||Ky). Then,
s € Ly(H), s; := 6i(s) € K, fori = 1,...,n, and
Pu € ¥* st su € L(H) and su ¢ Ly (H)||Ky] - [[Kn.
Now assume that s ¢ || kpa,)(Lm(H;i)||K;). Then,

for some k, s & wp(m,)(Lm(Hy)||Kk), ie., there is a

up € i . st osgup € Ky but spup € L(Hy). Let

*
UL = V101 UmOmUm41, Where v; € (Ehuc — E}c“uc) R
j=1...,m+1lando; € E}c“uc,j = 1,...,m. Because

of mutual controllability, repeated application of Lemma A.1
yields suy, € L(H) but suy & |-, K; since syuy ¢ Ky. This
violates the assumption s € nL(H)( m(FD| K1 - | Kn),
and hence, s € |7 fr(m,) (L (H;) || K5). ]
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APPENDIX B
PROOF OF PROPOSITION 5.1
We first establish three lemmas.
Lemma B.1: Let u € £(X) be a quasi-congruence on Hie,
and z, 2’ € X. Then z = x'mody implies
D VteXy: Av(z) #0 < Au(a') #0;
2y Vo e EO,uc : Aa,lcc(:v) 7é IR=S AUJCC(LIZ/) 7é 0.
Proof: To show 1), assume that ¢ € 3§ s.t. Ay(z) # 0. We
show that A;(z’) # @ by induction. Let ¢t = o7 - - - 7y, Where

o1 = eand o; € Xg fori = 2,...,m. As the induction base,
we observe that z1 := x € A (z1), 2} = 2’ € A (z}) and
x1 = zimody. Now, assume that for some ¢ € {1,...,m—1},

T € DNgyo, (1), ) € Apyoo, (21) and ; = zimodyp.
Since A¢(x1) # 0, thereis z;11 € Ay, (2;). As pu is a quasi-
congruence for A, ., there must be zj,; € A, (z]) s.t.
Tiy1 = x,modp. Hence, z;11 € Asy .o, (71), Tjyy €
Ngy .oy (1), and 241 = 2}, ;modpu. But then, induction on
the length of ¢ shows that Ay(z') = Ag, ..o, (7)) # 0.

For 2), let A, 1cc(z) # 0 for some o € X .. Thus, there is
U € (Buc—Zo,uc)* 8.t. 2 := 6(z,uo) exists and & € Ay jec().
Since p is a quasi-congruence for A, .., there must be &' €
Agice(2') s.t. & = #'modpu. Hence, Ay jec(x”) # 0. [ |

Lemma B.2: Let py be an L(H)-observer and Icc w.r.t.
L(H) and %, C X. Define pje. € £(X) s.t. forany z, 2’ € X
and s, s’ € L(H) withx = 6(zo, s) and ' = (g, s'), it holds
that 2 = 2'mod e < s = s’ mod[=,, (z(m)) opo]. Then, fi1ce
is a quasi-congruence for H lec-

Proof: Let z, ' € X s.t. v = 2'modpee, and s, s’ €
L(H) s.t. z = 6(xo,s) and 2’ = §(xo, s').

First assume that 0 € ¥ s.t. & € A, (z). Then, there are u,
€ (X — X9)* s.t. & = §(x,uoct) and po(suoi) = po(s)o. It
has to be shown that 32’ € A,(z') s.t. T = Z'modpyce.
Assume that t € X§ s.t. po(s)ot € po(L(H)). Since
s = s'mod[=,,(Lm)) opo], and po(s)ot € po(L(H)),
also po(s’)ot € po(L(H)). Since po is an L(H)-ob-
server, there are v/, 4/ € (¥ — Xo)*, 4/ € ¥* st
sW'ot'w/ € L(H) and po(s'v/ot’a’) = po(s)at.
Then, suott = su'ot'mod[=,,(r(m)) opo]. Hence, with
&' = 8(2’,u'ol’), we have that £ = 2'modpce. As o € Xy
was arbitrary, this implies that p.. is a quasi-congruence for
(X, {A]0 € So}).

Now assume that & € A, jcc(x) for some o € ¥ . Then,
there are u, 4 € (X —X0)*, 4 € (Byec — Xo,uc)* and & € g s.t.
% = 6(x,uot) and 6(z, o) exists. It has been shown above that
there is &’ € As(2') s.t. & = Z'modpcc. It remains to verify
that ' € Ay 1ec(2'). Since s = s'mod[=,,(r(m)) opo] and
po(s7) = po(s)o € po(L(H)), also po(s') € po(L(H)).
Since py is lcc w.r.t. L(H) and X,,., there must be @' € (X,c —
Youc)® s.t. 8(a, i) exists. But then, 2/ € A, (7)), ie.,
iee 18 also a quasi-congruence for (X, Ay 1ec). As 0 € 3 e
was arbitrary, .. is a quasi-congruence for (X, {Ag icc|lo €
EO,UC})' u

Lemma B.3: Assume that 1) and 2) in Lemma B.1 are ful-
filled for z;, 2’ € X, and py is an L(H)-observer and lcc w.r.t.
L(H) and X,. Then z = z'mod ijcc.

Proof: Lets, s’ € L(H) s.t. ¢ = (g, $), ' = 6(xo,5),
and assume that po(s)t € po(L(H)). We have to show that
po(s')t € po(L(H)) s.t. s = s'mod[=,, (L(m)) oPo]-
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Since pg is an L(H)-observer, there is u € X* s.t. su €
L(H) and po(su) = po(s)t. Hence, Ay(x) # 0, and Lemma
B.1 1) implies that A;(z’) # 0. Thus, there is v’ € X* s.t.
s'v/ € L(H) and po(s'v') = po(s')t € po(L(H)). That is,
s = s'mod[=p, ((m)) °Po). and hence 2 = z'modijcc. [ ]

We now prove Proposition 5.1.

Proof: Following Lemma B.2, we have to show that yj.. =
pi.- Let u/ € £(X) be a quasi-congruence for Hie and z =
'mody’ for z, 2’ € X.Lemma B.1 suggests that 1) and 2) hold
and Lemma B.3 implies that = z’modpcc, i.€., 4’ < fiice.
Hence, pu). is the coarsest quasi-congruence i, for f{lcc. [ |
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