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ABSTRACT
Seismic assessment of gravity dams is generally carried out using
time history analyses. Scaling of the motions is commonly used;
however, in contrast to buildings, the performance of scaling proce-
dures at predicting the mean and reducing the dispersion in engi-
neering demand parameters (EDPs) is not known. The main goal of
this study is to assess the performance of different scaling procedures
in predicting seismic demands on dams. The performance regarding
the prediction of the damage and the required number of motions
for effective analysis was investigated. The results show that techni-
ques commonly used for moment frames should not readily be
applied to these structures.
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1. Introduction

The selection and scaling of accelerograms are some of the most important issues in
earthquake engineering as ground motion records are widely being used in the design and
evaluation of structures by engineers, replacing the response spectrum-based static ana-
lyses. The choice and the possible combinations of the ground motions add a significant
layer of uncertainty to the prediction of the response of a structural system, which can
hardly be addressed by trial and error methods even using today’s powerful computers. As
such, well-established and documented methods are necessary for the selection and scaling
of accelerograms in order to better estimate the nonlinear structural response of a
structure for an expected hazard by using real earthquake records.

A number of methods have been developed for the scaling of accelerograms for the
nonlinear analysis of structural systems. The main objective of the use of scaling methods
is to ascertain the accurate prediction of the response of a structure. The important
question, however, is perhaps to define what an “accurate” prediction entails. Given that
a set of time history analysis will always include a stochastic component compared with a
response spectrum-based static analysis, an accurate analysis would mean: (1) capturing
the expected performance level of the structure, parameterized in terms of the different
engineering demand parameters (EDPs), (2) obtaining the aforementioned predictions
with a level of certainty implying a limited variance in the analysis results, given the
increase in the variance could mean questionable results, and (3) using a limited number
of analyses and limited resources to reach the design or evaluation goal.
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The guidelines showing the appropriate ways of selecting and scaling suitable suites of
accelerograms have not come to a desirable level yet [Bommer and Acevedo, 2004;
Haselton, 2009] as the variability in the structural response due to the nature of input
ground motions is unavoidable. In most design and evaluation methods, the analyst has to
know the target of the analysis very well before choosing a method. Most of the selection
methods can still not provide accurate estimates on the EDPs for some conditions and
depend both on the nature of strong motion and on the site characteristics [Kalkan and
Chopra, 2010]. It should also not be forgotten that the determination of the effectiveness
of these ground motion scaling methods is a complicated issue because evaluations made
by using numerical simulations may provide limited information and only a few studies
have been performed with the experimental data [Kalkan and Chopra, 2011].
Consequently, seismic design codes provide limited guidance for the selection and scaling
of earthquake ground motions. This situation yields to a range of problems in seismic
design and may lead to misrepresentation of the seismic hazard situation by the voluntary
or involuntary selection of input ground motions.

Concrete gravity dams are very important structures as their failure comprises a great
risk to the society in terms of both life safety and economic consequences. The design and
evaluation of these systems for seismic hazards are increasingly conducted using time
history analyses given the need for the accurate prediction of the performance level of the
existing dam inventory as well as the new systems. The primary structural damage on
these systems is in the form of tensile cracking, which initiates on the downstream and
upstream slopes of the monolith propagating toward the other side [Soysal et al., 2016].
The specific nature of loading is very important regarding the propagation of cracking on
the unreinforced concrete [Tinawi et al., 2000]. Thus, for both evaluation and design,
ground motion selection is a very important part of the process. The primary objective of
this study, in this context, is to investigate the performance of different ground motion
scaling procedures for the nonlinear time history analyses of concrete gravity monoliths
with a focus on the accurate and effective prediction of the damage states on these
systems. The performance of the scaling procedures was investigated for two different
hazard levels obtained by conducting seismic hazard analyses for two separate dam sites.
Sets of motions naturally matching these target levels were treated as benchmark sets in
order to determine the target EDP levels. The performance of the scaling procedures,
conducted using ground motion time histories (GMTHs) different from the benchmark
set, was quantified in terms of their proximity to the design goals in terms of the mean
values of the EDPs, along with considering the variances as indicators of the reliability and
repeatability of the procedure.

This study is arranged as follows. A general discussion on the selection and scaling
of the ground motion records is provided first in the next section, providing the
necessary information on the scaling techniques, followed by the presentation of the
two different sites considered in the study. The nonlinear modeling of concrete gravity
dams and the validation studies undertaken to verify the use of modeling techniques
for predicting the performance of plain concrete structures are presented in Section 3
of this work. The performance of the chosen scaling procedures is evaluated in Section
4 for different dam geometries by investigating the bias in the mean predictions as
well as the amount of reduction in variance in the chosen EDPs. The necessary
number of motions to be used for design purposes was investigated for each scaling
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procedure in the final section. The conclusions of the study are presented in the final
section.

2. The Selection and Scaling of the Ground Motion Records

For the design or evaluation of a structural system for seismic hazards, the earthquake
records are recommended to be selected from the events whose magnitude, source-to-site
distance, and type of faulting comply with the maximum earthquake considered at the site
[USACE, 2003]. The use of a suite of GMTHs representing the physically realizable
ground motion scenarios exercising the expected range of frequency content is recom-
mended (USBR, 2013). The design documents recommend close cooperation with seis-
mologists using site-specific hazard analyses for determining the suite of ground motions
to be used in the transient analysis of dam systems: however, as mentioned before, there
are no concrete suggestions regarding the selection method or the number of motions that
should be used in a suite in contrast to the guidelines for similar analyses for moment
frames. In order to evaluate the selection and scaling procedures in the context of dam
systems, site-specific hazards from two different sites were considered in line with the
general approach to the assessment of these systems. A ground motion database was
formed in accordance with these hazard studies. The site-specific hazard analyses, the
GMTH database, and the selected benchmark set of GMTHs are explained next, followed
by a short description of the scaling procedures used.

2.1. Site-Specific Hazard Analysis and the Corresponding Target Response Spectra

The probabilistic seismic hazard analysis (PSHA) of two sites with different seismicity was
conducted in order to consider alternative seismicity levels when interpreting the analysis
results of this study. Located 45 km east of Erzurum city center, the first dam site was
assumed on the Aras River in Eastern Anatolia. The site (site 1) is about 70 km away from
the conjunction of the North Anatolian and Varto Faults, about 35 km away from the
Erzurum fault zone and the Palandöken Fault, and about 10 km way from the Karayazı
Fault. The second dam site (site 2) was assumed to be located near the eastern İstanbul
suburban area. The distance between the dam site and the Marmara Sea segment of the
North Anatolian Fault is about 36 km. Considering the soil characteristics at the first dam
site, this study represents the site condition of both dams with a VS30 value of 760 m/s in
PSHA calculations. The site conditions have an important influence on the ground motion
records, particularly on their amplitude, frequency content, and duration [Kramer, 1996]
and thus on the dam response. On the other hand, having a sufficient number of candidate
records is a very important concern for obtaining unbiased results. Thus, in this study, the
records having fairly similar (520 m/s ˂ VS30 ≤ 1070 m/s) site features [Ay and Akkar,
2012] with the dam sites were selected. Such an approach was inevitable especially for rock
and hard rock sites, where the available number of records in strong ground motion
databases is still very limited. Comparison of the spectral quantities for the selected
records validates this approach: the records with relatively lower VS30 values compare
fairly well with their counterparts as well as the target conditional spectrum within the
period range of interest. The hazard levels of 475-year and 975-year return periods were
used for sites 1 and 2, respectively. The de-aggregation of the hazard at the first site
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yielded a moment magnitude (MW) value of 5.6 and a source-to-site distance value of 12
km. The corresponding values were 7.1 and 35 km, respectively, for site 2. Using the
hazard and corresponding de-aggregation information, conditional spectrum (CS) was
derived for each site as the target to be used in the selection and scaling of ground motion
records. The conditional mean spectrum (red solid line) and its variance (red dotted line)
for the two dam sites described above are presented in Fig. 1.

2.2. The Ground Motion Database and the Selection of the Benchmark Set

The un-scaled records used in this study were gathered from the PEER NGA-West2
(http://ngawest2.berkeley.edu) ground motion database. Considering causal earthquake
scenarios (magnitude and distance pairs) that had significant contribution to the excee-
dance of the ground motion intensity level, a candidate GMTH library was assembled for
each dam site. For site 1, 319 records from 82 events were assembled in the candidate
library. The MW range covered by the candidate record library of site 1 was 5.0 ≤ Mw ≤
7.0, whereas the source-to-site distance (Joyner–Boore distance, RJB) values extended up to
40 km. For site 2, 6.5 ≤ Mw ≤ 7.4 and 5 km ≤ RJB ≤ 100 km were used as the MW and the
source-to-site distance boundaries, respectively, which yielded 232 records from 21 events.
For both sites, records having VS30 value less than 520 m/s, maximum usable frequency
value larger than 1.65 Hz (considering twice the natural frequency, 2T*), and velocity
pulses were excluded from the candidate library.

When selecting records for the dynamic analysis of structures, using each horizontal
component individually or employing mutually perpendicular horizontal components as a
unique candidate is usually decided with respect to the type of analysis and the response
characteristics of the analyzed structure. Considering the dam response, the former
approach in line with a recent study by Bernier et al. [2016] was used. Another issue
related to the realistic simulation of dam response was taking the vertical component of

Figure 1. Acceleration spectra of the benchmark records, their mean, and variance compared with the
target conditional spectrum.
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ground motions into account [Bernier et al., 2016]. Thus, vertical components of the
selected motions were also used in the dynamic analysis of the dams in this study.

The benchmark GMTH set for each site, which contained 15 un-scaled horizontal
acceleration time-series, was obtained following the procedure proposed by Jayaram et al.
[2011] and their vertical components were taken into consideration in the nonlinear
analyses. The set that had the optimum match with the target mean and variance was
determined as the one with the minimum sum of squared errors score [Jayaram et al.,
2011] for a given period interval of 0.2T* to 2.0T*, where T* was the natural frequency of
the monoliths. The relative weight of error in target mean with respect to error in target
variance was taken as 50%. Among various numbers of records ranging from 7 to 30 in a
set, the benchmark set with 15 records yielded a minimum SSE score, which was obviously
case specific. Nevertheless, this simple yet objective measure is believed to yield unbiased
results within the scope of this study. Besides these, further constraints were imposed for
selecting the records among candidates. Maximum number of records from the same
event was limited to one-third of the required number of records [Ay et al., 2017]. The
spectra of the selected records (gray lines), their median (black solid line), and variance
(black dotted line) are compared with the target CS in Fig. 1.

2.3. The Selection of the Comparison Set and the Scaling Procedures

To identify the records to be used in comparison of the scaling methodologies, the candidate
bin used for the benchmark set was reduced in number. The records used for the benchmark
analyses were removed from the library and new magnitude and distance bin limits were
assigned. Mean magnitude ± 0.3 magnitude units and mean distance ±25 km were used close
to the values suggested by others [Stewart et al, 2001; Bommer and Acevedo, 2004; Ay and
Akkar, 2012, etc.] as the limiting values. Instead of complete disaggregation information,
which gives multiple causal earthquakes and their contribution to the hazard, the aforemen-
tioned limits on either side of the central values have been used in candidate selection in order
to consider the usual practice where only the mean (or modal) values of magnitude and
distance are available [Ay et al., 2017]. After scaling (as explained in Section 2.3.1) of the
records in this constrained candidate set, the ground motion suite of 15 records was selected
according to Jayaram et al. [2011]. When selecting the records, those having a scaling factor
more than 5 (or less than 0.2) have been rejected by aiming both to limit the disproportionate
modification and to have a fair amount of accelerograms that yield a reasonable match with
the target. The same scaling factor was applied to both the horizontal and vertical components
of each record in order to retain their genuine relation [Bommer and Acevedo, 2004]. The
MW, RJB distance, and VS30 information of the selected records in the benchmark and
comparison sets for sites 1 and 2 are presented in Table 1.

The effectiveness of nine different ground motion scaling procedures was investigated
in this study:

(1) Scaling to the acceleration value of the CS at conditioning period (SS)
(2) Scaling to the acceleration spectrum intensity (ASI)
(3) Scaling to the effective peak acceleration (EPA)
(4) Scaling to the improved effective peak acceleration (IEPA)
(5) Scaling to the peak ground acceleration (PGA) value
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(6) Scaling to the geometric mean of maximum incremental velocity (MIV)
(7) Scaling to the geometric mean of a pre-defined intensity measure (IM)
(8) Scaling according to ASCE/SEI-7-10 specifications (ASCE)
(9) Nonstationary spectral matching (RSPM)

A short summary of each procedure is given below.

2.3.1. Scaling to the Acceleration Value of CS at Conditioning Period (SS)
This scaling methodology modifies each record to equalize its spectral amplitude to the
target value at the conditioning period (T*). This technique, designated as stripe-scaling
by Jalayer et al. [2007], is used widely as it is simple [Baker, 2011] and suitable for CS
where the variance is zero at the conditioning period and nonzero at other periods
[Jayaram et al., 2011]. Since the natural frequencies of the monoliths were almost the
same, 0.30 s was used in this study as the conditioning period (T* = 0.30 s). The scale
factor (SF) of each record was determined by Eq. (1). Target Sa(T*) values for sites 1 and 2
were 0.47 g and 0.64 g, respectively.

SFRecord;i ¼ Sa;target T
�ð Þ=Sa;record;i T�ð Þ (1)

Table 1. MW, RJB, and VS30 for the benchmark and comparison sets selected for Sites 1 and 2.
Benchmark Set MW RJB (km) VS30 (m/s) Comparison Set MW RJB (km) VS30 (m/s)

Site 1
RSN707_H2 5.3 3.6 550 RSN45_H2 5.3 18.4 667
RSN769_H2 6.9 17.9 663 RSN414_H1 5.8 9.8 617
RSN809_H1 6.9 12.2 714 RSN501_H1 5.5 11.2 609
RSN954_H2 6.7 19.1 550 RSN1642_H1 5.6 17.8 680
RSN957_H2 6.7 15.9 582 RSN1642_H2 5.6 17.8 680
RSN1020_H1 6.7 20.8 602 RSN1649_H2 5.6 37.6 996
RSN1023_H2 6.7 24.9 671 RSN2385_H2 5.9 20.1 625
RSN1126_H1 6.4 14.1 650 RSN4278_H1 5.5 11.9 650
RSN1645_H2 5.6 2.6 680 RSN4278_H2 5.5 11.9 650
RSN2622_H1 6.2 15.0 625 RSN4312_H2 5.6 14.7 922
RSN4064_H2 6.0 4.3 657 RSN4369_H1 5.5 11.7 694
RSN4083_H1 6.0 4.7 907 RSN4509_H1 5.6 11.1 685
RSN4852_H1 6.8 30.3 606 RSN4509_H2 5.6 11.1 685
RSN4865_H1 6.8 5.0 562 RSN4513_H1 5.6 5.1 717
RSN5618_H2 6.9 16.3 826 RSN4513_H2 5.6 5.1 717

Site 2
RSN80_H2 6.6 21.5 969 RSN291_H1 6.9 27.5 575
RSN587_H1 6.6 16.1 551 RSN810_H1 6.9 12.0 714
RSN989_H1 6.7 9.9 740 RSN1613_H2 7.1 25.8 782
RSN1058_H1 6.7 36.6 528 RSN1619_H1 7.1 34.3 535
RSN1618_H1 7.1 8.0 638 RSN1795_H1 7.1 50.4 686
RSN3943_H2 6.6 9.1 617 RSN1795_H2 7.1 50.4 686
RSN3954_H2 6.6 15.6 967 RSN4846_H1 6.8 28.1 606
RSN4455_H1 7.1 23.6 585 RSN4858_H1 6.8 25.4 640
RSN4843_H1 6.8 18.2 640 RSN4872_H2 6.8 21.2 640
RSN4852_H1 6.8 30.3 606 RSN4887_H2 6.8 36.6 562
RSN4865_H2 6.8 5.0 562 RSN5779_H1 6.9 36.3 540
RSN4870_H1 6.8 29.9 562 RSN5779_H2 6.9 36.3 540
RSN5478_H2 6.9 11.7 556 RSN5804_H1 6.9 25.6 562
RSN5618_H1 6.9 16.3 826 RSN5806_H1 6.9 22.4 655
RSN5809_H2 6.9 17.3 655 RSN6949_H1 7.0 52.1 551
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2.3.2. Scaling to the ASI
Scaling the ground motion records to the ASI measure was proposed by Von Thun et al.
[1988]. ASI is defined as the area under the acceleration response spectrum for the period
interval from 0.1 to 0.5 s. This parameter, well correlated with PGA and EPA [Yakut and
Yılmaz, 2008], was deemed suitable for the structures sensitive to high-frequency motions
such as concrete dams. In this study, target ASI level was determined from the CS for the
given site and then each record in the comparison set was scaled such that their ASI values
were equal to the target ASI.

2.3.3. Scaling to the EPA
EPA is the average of 5% damped acceleration response spectrum values between the
periods of 0.1 and 0.5 s divided by 2.5 [ATC, 1978]. Similar to the ASI, it is well correlated
with the PGA and suitable for structures having low to medium period values. In this
scaling methodology, the EPA values of the records in the comparison set were linearly
scaled to the target EPA value determined from the CS.

2.3.4. Scaling to the IEPA
IEPA is defined as 40% of the mean of the 5% damped spectral acceleration for the period
interval given as T ± 0.2 s. T is defined as the period where the maximum spectral
acceleration occurs in order to take the different frequency contents of near-fault and far-
fault ground motions into consideration [Yang et al., 2009]. Yang et al. [2009] claimed
that its correlation was better with the PGA and was preferable to EPA for near-fault
motions.

2.3.5. Scaling to the PGA
PGA is a well-known and readily available parameter that is independent of the vibration
characteristics of the structure to be analyzed. In this study, all records in the comparison
set were scaled amplitude-wise to the target PGA, which was obtained as the mean PGA of
the benchmark records for each site.

2.3.6. Scaling for the Geometric Mean of MIV
Incremental velocity is an IM for a ground motion defined as the area under the
acceleration time history between two consecutive points of zero acceleration. The sim-
plicity of application and the independence of the scaling factor from the natural fre-
quency of the structure, which eliminates the effect of changes to the structural system on
the scaling procedure, were suggested as the advantages of this scaling technique [Kurama
and Farrow, 2003]. For the purpose of scaling of the records to the geometric mean of
MIV, the procedure defined by O’Donnell et al. [O’Donnell et al., 2013] was utilized. In
this procedure, the ground motions are scaled to the geometric mean MIV of the bench-
mark suites, i.e. 0.18 and 0.24 m/s for the two target levels.

2.3.7. Scaling for the Geometric Mean of a Damage IM
Recently, a relationship was proposed in order to relate the ground motion parameters to
the damage extent on dam monoliths [Soysal et al., 2016]. The relationship, given in (2),
was shown to provide a reasonable prediction on the damage level on a concrete monolith
based on the PGA (cm/s2) and the mean spectral velocity Sv,mean ranging from T1(5%) to
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1.3T1(5%) in cm/s. The proposed IM is dimensionless; the constants α and β were
determined to be 0.0001 and 3, respectively [Soysal et al., 2016].

IM ¼ α log Sv;mean
� �� log PGAð Þ� �β

(2)

The scaling of the ground motions to this IM was conducted in two steps. First, all
motions were scaled to the benchmark geometric mean IM for the corresponding hazard
level. Then, the spectrum of the geometric mean of the scaled motions was compared to
the target spectrum. If the mean spectrum was below the target spectrum, another SF was
defined to match the target earthquake spectrum. Given the almost identical natural
frequencies of the chosen monoliths, the same SFs were used for all the models.

2.3.8. ASCE/SEI-7-10-Based Time History Scaling
For the scaling of more than seven records, ASCE/SEI-7-10 [ASCE, 2010] requires intensity-
based scaling using appropriate SFs so that themean value of the 5%-damped response spectra
for the set of scaled records is not less than the design response spectrum over the 0.2T1–1.5T1

period range. As the procedure for scaling is not explicitly provided in ASCE/SEI-7-10, the
procedure defined in Kalkan and Chopra [2010] was used in this study. This procedure
suggests obtaining a scale factor (SF1) for each of the motions through a least square fit
method. After each motion is scaled for these factors, the geometric mean of spectra is
calculated. According to ASCE/SEI-7-10, the mean spectrum should not be less than the
target spectrum between periods of 0.2T1 and 1.5T1. To address this issue, theminimum of the
spectrum is compared to the target spectrum oncemore and a new scale factor (SF2) is defined
to cover the maximum difference between the average and target spectra (εasce).

2.3.9. RSPM
For the purpose of conducting RSPM of ground motion records, the well-known
SeismoMatch software [Seismosoft, 2013] that utilizes the algorithm proposed by
Hancock et al. [2006] was used in accordance with the guidelines provided in USACE-
EM 1110-2-6051 [USACE, 2003]. After each matching, the authenticity of the ground
motion developed was checked in order not to have any unrealistic pulse or duration
content within the ground motion. The final spectra were compared to the target
spectrum.

The scaling factors for a given record and scaling methodology (except spectral matched
records) are presented in Table 2 for site 1 (upper panel) and site 2 (lower panel). In this
study, the scaling factors were applied to both the horizontal and vertical components of
each record as discussed in Section 2.3.

3. Nonlinear Transient Analysis of Concrete Gravity Dams

3.1. Analysis Models

The general-purpose finite element software, DIANA [DIANA, 2014], was used as the
computational platform to simulate the dam–reservoir–foundation system behavior
[DIANA, 2014] in this study. DIANA allows the nonlinear transient analysis of 2D and
3D systems with higher-order elements using the implicit integration technique. The
software allows the use of fluid elements for the reservoir and absorbing boundaries for
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the foundation media required for the accurate simulation of the dam response (Fig. 2).
The dam body (a 20-m-wide monolith, EC=31 GPa) was modeled using second-order
plane-stress elements with four integration points, while the foundation (Ef = 61 GPa)
was modeled using triangular plane-stress elements with three integration points.

Table 2. Scaling factors for different scaling methodologies, comparison sets, Site 1 (upper panel), and
Site 2 (lower panel).

SS ASI EPA IEPA PGA MIV IM ASCE 7-10

Site 1 records
RSN45_H2 1.86 1.38 1.61 1.35 1.46 1.93 1.61 1.91
RSN414_H1 2.53 1.88 2.04 1.89 1.91 2.15 2.17 2.18
RSN501_H1 4.79 5.33 5.41 5.62 5.45 4.99 2.01 5.63
RSN1642_H1 0.57 0.72 0.75 0.74 0.79 0.72 0.82 0.77
RSN1642_H2 1.49 1.17 1.19 1.01 0.90 1.10 1.17 1.17
RSN1649_H2 4.18 3.50 3.89 3.26 1.89 3.44 4.66 4.11
RSN2385_H2 1.82 1.89 1.89 1.97 2.36 1.83 1.65 1.97
RSN4278_H1 3.56 2.71 2.85 2.65 2.64 2.72 3.02 2.91
RSN4278_H2 1.68 2.08 2.15 2.23 2.63 1.96 2.66 2.22
RSN4312_H2 3.04 2.79 2.91 2.89 3.52 2.80 2.80 3.03
RSN4369_H1 1.48 1.75 1.79 1.76 1.45 1.71 1.71 1.87
RSN4509_H1 1.05 1.62 1.64 1.65 1.62 1.38 1.43 1.76
RSN4509_H2 2.03 1.70 1.78 1.77 2.23 1.93 1.73 1.88
RSN4513_H1 3.38 3.19 3.25 3.32 2.61 3.23 1.52 3.43
RSN4513_H2 2.26 2.57 2.56 2.64 2.86 2.60 2.13 2.59

Site 2 records
RSN291_H1 2.44 2.01 1.97 2.56 2.42 2.38 2.27 2.21
RSN810_H1 0.59 0.45 0.43 0.56 0.51 0.88 0.43 0.51
RSN1613_H2 4.41 3.83 3.82 4.97 4.38 5.19 4.24 4.50
RSN1619_H1 1.09 1.73 1.75 1.75 1.93 2.05 1.36 2.00
RSN1795_H1 4.17 3.18 3.20 3.48 3.01 2.20 3.27 3.57
RSN1795_H2 2.22 2.41 2.45 2.77 2.65 3.56 2.59 2.86
RSN4846_H1 0.58 0.67 0.65 0.60 0.71 0.54 0.53 0.74
RSN4858_H1 0.99 1.02 0.97 0.90 1.12 1.11 0.83 1.02
RSN4872_H2 2.00 1.83 1.81 2.27 1.87 1.13 1.76 2.04
RSN4887_H2 1.68 1.72 1.65 1.46 1.90 1.12 1.38 1.88
RSN5779_H1 2.94 3.06 2.96 3.05 3.23 1.13 2.82 3.34
RSN5779_H2 1.52 1.50 1.49 1.56 1.44 0.96 1.32 1.68
RSN5804_H1 1.04 0.91 0.90 0.93 0.80 1.01 0.82 0.95
RSN5806_H1 1.20 1.12 1.09 1.46 0.98 0.69 1.00 1.24
RSN6949_H1 1.70 1.85 1.80 1.80 1.91 1.49 1.75 2.06

Figure 2. Analytical model for the dam–reservoir–foundation system.
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The reservoir–dam interaction was modeled using flow elements with pressure degrees of
freedom incorporating fluid–structure interaction elements coupling the pressure and
displacement degrees of freedom at the interface between the reservoir and the upstream
face of the dam. For all of the models, the reservoir (ρ = 1000 kg/m3) height was assumed
as 98 m and the reservoir was modeled using compressible fluid elements with pressure
degrees of freedom and absorbing elements on the outgoing end (Fig. 2) located at 400 m
from the upstream of the monolith. The sonic speed was assumed at 1438 m/s for the
reservoir medium. The bottom absorption coefficient for the reservoir was assumed as 1.0
assuming a design scenario for the system. Absorbing boundary conditions [Lysmer and
Kuhlemeyer, 1969] were used at the bottom and the sides of the foundation along with a
typical hysteretic damping of 10% [USBR, 2013; Bernier et al., 2016]. A complete list of
material properties is presented in Table 3. The model was validated by comparing the
frequency response to the results from the EAGD84 software [Fenves and Chopra, 1984]
with 1.5% and 5% damping for the dam body and foundation, respectively. The transfer
function for the crest acceleration at the crest was compared to the frequency domain
counterpart validating the modeling parameters. Stiffness proportional Rayleigh damping
coefficients were used in the model, obtaining frequency response of the monoliths in
reasonable agreement with the exact frequency domain solution.

The analyses in this study were conducted for three different 100-m-tall monoliths
(Table 4) in order to incorporate the possible effect of the geometry into the investigation.
The first of these cross-sections was based on the design of a dam system in Turkey, while
the other geometries were selected from typical dam geometries given in Chopra and
Chakrabarti [1973]. The geometry of each cross-section was defined in order to obtain
similar cross-sectional areas. The upstream face of the first monolith was assumed vertical,
while the downstream side had a slope of 1H/0.6V. The upstream and downstream slopes

Table 3. Material properties assigned to the models.
Material property Structure Foundation

Young’s modulus (GPa) 31 GPa 62 GPa
Poisson’s ratio 0.2 0.3
Density (kg/m3) 2400 2500
Stiffness proportional damping coefficient 0.00125 0.008

Table 4. Geometric properties of the structural models.

Model 1 Model 2 Model 3

Height(m) 100 100 100
U/S Slope Vertical 1V/0.05H 1V/0.05H
D/S Slope 1V/0.6H 1V/0.65H 1V/0.7H
Tn(sec) 0.32 0.30 0.31

10 F. B. SOYSAL ET AL.
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of the second monolith were 0.05V/1H and 1H/0.65V, respectively, introducing disconti-
nuity points at the “neck” of the structure. Similarly, the upstream and downstream slopes
of the third monolith were 0.05V/1H and 1H/0.7V, respectively. However, for this
monolith, the discontinuity at the upstream face is located at a lower elevation of 40 m.
The element sizes for the dam body were set at around 0.9 m for all models corresponding
to approximately 6000 elements and 28000 degrees of freedom on the dam body.

For the nonlinear transient analyses, a constant time increment of 0.005 s was used
with the Newmark average acceleration time-stepping algorithm. Both the lateral and
vertical components of the ground motion were applied to the models simultaneously.
The cracking in the dam was modeled using the robust smeared cracking formulation
[Rots et al., 1988; Yamaguchi et al., 2004] widely utilized in the literature for the predic-
tion and evaluation of the performance of monolithic concrete structures. A fracture
energy of 140 N/m was used in accordance with the tensile strength of the concrete,
which was assumed as 1.95 MPa for this case. The compressive strength of concrete was
assumed as 20 MPa. The exponential and parabolic functional forms of softening were
used for the tensile and compressive unloading branches, respectively. The summary of
two different validation studies, conducted to verify the use of the smeared crack model in
transient analyses, is presented below.

3.2. Smeared Crack Model for Crack Propagation in Concrete and the Validation
Studies

The smeared cracking approach is regarded as a well-established constitutive model for
determining the seismic behavior of plain concrete structures using continuum models.
The uncracked concrete behaves in an elastic isotropic fashion; after the occurrence of
cracking, the stress is determined in the direction given by the cracking and the stress–
strain laws in tension and compression are employed in the rotated coordinate system.
The tensile (ft) and compressive strengths (fc) and the shape of the post-peak response are
the key characteristics of the stress–strain models. The mesh dependence of such models
was addressed using the fracture energy (Gf ). Secant unloading is applied during cyclic
loading [Rots, 1988]. The smeared crack models were used extensively for predicting the
performance of the Koyna and Pine Flat Dams [Bhattacharjee and Leger, 1994; Ghaemian
and Ghobarah, 1999; Mirzabozorg and Ghaemian, 2005; Çalayır and Karaton, 2005;
Hariri-Ardebili, 2014; Hariri-Ardebili et al., 2016]. The smeared crack model used in
this study was validated using two well-documented laboratory tests as given below.

3.2.1. Pseudo-Dynamic Testing of a Scaled RCC Dam Monolith
A 1/75 scaled model of the 120-m-high Melen Dam was tested by Aldemir et al. [2015]
using three different scaled ground motions in a pseudo-dynamic setup (Fig. 3). The
special setup of the test enabled the use of only the bottom half of the dam section; the
inertial and hydrodynamic load effects were simulated using a special loading apparatus.
The hydrodynamic loads were included in the test set by determining an optimal equiva-
lent mass on the system, yielding a similar overturning moment-base shear response with
respect to the rigorous solution of the system with the software EAGD [Fenves and
Chopra, 1984]. Equivalent mass values were determined for the three earthquake levels,
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namely the Operational Based Earthquake (OBE), the Maximum Design Earthquake
(MDE), and the Maximum Characteristic Earthquake (MCE) levels. These mass values,
incorporated in the pseudo-dynamic testing algorithm, enabled the determination of the
time-varying lateral force on the test specimen. The corresponding force, as applied to the
test specimen, was directly used as the applied force in the validation study.

The finite element used in the validation study consisted of 764 second-order elements.
The flexibility at the base of the specimen was taken into account by using spring elements
at the base to match the natural frequency of the uncracked state of the specimen. The
tensile strength, modulus of elasticity, and the subgrade modulus used were 1.0 MPa,
15 GPa, and 385 MPa, respectively, while the fracture energy was assumed as 40 N/m. The
geometry of the specimen, the utilized ground motions, and the corresponding spectra at
the OBE, MDE, and MCE levels are presented in Fig. 3a. Consecutive nonlinear transient
analysis was conducted with linear softening for the model along with the above-men-
tioned properties for the material. The time histories for the base shear and the base
shear–crest displacement relationships for the OBE and MCE levels are presented in
Fig. 3b. The capacity of the system was predicted well for the MCE level although the
base shear was overestimated for the OBE level. The failure to perfectly capture the limited
cracking on the system during the hydrostatic loading, possibly due to a casting issue, led
to an overprediction of the base shear for the OBE case; however, for the high-damage
MCE scenario, the capacity was estimated well.

3.2.2. Shake Table Testing of a Concrete Monolith
The experimental results of Tinawi et al. [Tinawi et al., 2000] were reproduced in order to
determine the efficiency of the analytical predictions for the behavior of concrete gravity
dams. In this experiment, a plain concrete gravity dam specimen having a height of 3.4 m
was tested using a pulse excitation (Fig. 4) at three different intensity levels. The pulse was
scaled with respect to its first peak acceleration (FPA) to three levels: 0.87, 0.94, and 0.98 g.
The tests with the FPA of 0.94 g and 0.98 were referred to as the first and second cracking

Figure 3. Pseudo-dynamic test on the scaled model of the Melen dam, experiment versus the
simulation results.
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tests, respectively [Tinawi et al., 2000], as the first test with the FPA of 0.87 did not lead to
any cracking on the specimen. The well-documented experiment provided an excellent
opportunity to calibrate the material models. Along with the displacement time histories,
the cracking pattern and timing were sought to be represented in the analytical model.
The results of the validation study (Fig. 4b) show that the crack propagation on the
monolith was captured well with models using different element sizes with little sensitivity
to the mesh density used. The crack opening at the notch was predicted satisfactorily as
well using the smeared crack model for nonlinear analysis.

3.3. The Benchmark Solution and the Selected EDPs

The EDPs for the concrete gravity dams are not as well established as the correspond-
ing parameters commonly used for the moment frame structures such as the inter-
story drift ratios. The crest displacement and acceleration are often reported in a
design process given these can be measured easily in the existing structures with the
help of seismic instrumentation. However, the verification of the association of these
parameters with the damage levels on these systems is scarce [Alembagheri and
Ghaemian, 2012; Soysal et al., 2016]. Given the analyses conducted allow a range of
performance parameters to be obtained from the models, the crest displacement,
accelerations, and the ratio of the area of the damaged elements to the total area of
the monolith were selected as the demand parameters of interest in this study. The
cracked area ratio [Çalayır and Karaton, 2005], defining the amount of cumulative
damage on a dam monolith, was determined to be reasonably correlated to the damage
state on a dam, which could be used for decision-making purposes [Soysal et al.,
2016]. Sample cracking patterns for model 1 (Table 4) are presented in Fig. 5 in order
to demonstrate three different damage states on the system, corresponding to different
cracked area percentages. The detailed explanation of the damage states and the
relation to EDPs can be found in Soysal et al. [2016].

Figure 4. Shake table test on a scaled dam model (Tinawi et al., 2000), experiment vs. the simulation
results.
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4. Analysis Results

Approximately 1000 nonlinear transient analyses were performed for the three different
dam monoliths in order to evaluate the GMTH scaling procedures. The first set of analyses
was conducted with the benchmark sets (un-scaled) for the two selected sites. Then, the
analyses with the comparison sets were conducted using nine scaling techniques intro-
duced in Section 2. The EDPs, i.e. the maximum crest acceleration, displacement, and the
ratio of the cracked area of the given monolith to the total area of the system, were
obtained for each model. The results from the sets were compared to the benchmark
results using the median values and the dispersion measures. The median value �x and the
corresponding dispersion measure δ for EDPs for each set were calculated as follows
[Kalkan and Chopra, 2011]:

�x ¼ exp

Pn
i¼1 ln xi
n

� �
δ ¼ exp

Pn
i¼1 ln xi � ln �xð Þ2

n� 1

 !1=2

(3)

where xi is the value of the EDPs and n is the number of observations (15 for this study).
Considering the important effect of loading direction, the benchmark results were
obtained as given in the next section.

4.1. Benchmark Results Considering the Effect of Direction

In contrast to many of the moment frame structures, the dam monoliths are not built with
symmetric cross-sections, i.e. one side of the cross-section is already under significant
distress due to the hydrostatic forces. Given the asymmetrical resistance of the section for
loading in the downstream (D/S) and the upstream (U/S) direction [Soysal et al., 2016],
for obtaining the benchmark results, the effect of ground motion direction on the response
was considered. The un-scaled motions were first applied on the dam from the upstream
direction to the downstream direction. The same un-scaled motions were then applied
from the downstream direction to the upstream direction of the dam. The mean and
standard deviation values for the chosen EDPs obtained henceforth are shown in Table 5;

(a) Limited 

Damage – Cracked 

Area: 0.26% 

b) Moderate 

Damage – Cracked 

Area: 1.78% 

c) Severe Damage 

– Cracked Area: 

6.73% 

Figure 5. Sample cracking schemes for the limited, moderate, and severe damage cases.
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results in the negative direction are indicated with the symbol (-). Comparison of the
mean (�x) values of the EDPs for the motions applied in the opposite directions shows that
the effect of ground motion direction was not very significant for the acceleration and
displacement EDPs. However, there were significant differences among the cracked area
ratio for the two sets. For example, the crack area ratio for the negative direction of the
motion was around 20% larger compared with the positive direction for the target
spectrum II.

Such a difference among the results of the EDPs prompted further investigation on the
effect of direction to quantify the statistical effect of the direction on EDPs. There was a large
combination of sets that could be formed considering the positive or negative direction of
the motions given the direction effect is generally not included within the design process or
during the seismic hazard study. The statistics of the EDPs for the 215 sets that can be formed
out of the selected 15 motions was compiled. In order to demonstrate the effect of direction
on the analysis results, the normalized histograms of the EDPs for model 2 are presented in
Fig. 6, representing the results from all sets with possible variations in direction included. To
quantify the variation in the data, some statistical limits were also drawn on the chart: the
red line in the figures shows the mean of these estimates, while the blue lines provide the
±5% bounds on the mean. The results shown in Fig. 6 indicate that the direction effect was
not significant on the displacements (as well as accelerations not shown for brevity).
However, the direction affected the cracked area estimate much more severely: the chosen
benchmark level lied near the median EDP level for Target I, while it was approximately 10%
off the median level for Target II considering the direction effect.

4.2. Statistical Investigation of the Scaling Techniques’ Effectiveness

A total of 810 different time history analyses were conducted for the three different gravity
dam models at two hazard levels. Nine different ground motion suites each consisting of 15
different GMTHs were used for this purpose. The considerable output obtained from these
analyses was summarized in terms of the aforementioned EDPs for comparison purposes. As
mentioned above, the results from the analyses with the un-scaled ground motions (in +
direction) are denoted as “benchmark” in the next section, while the acronyms for the scaling

Table 5. The mean and dispersion for the EDPs from un-scaled ground motions (benchmark sets).
Max. Acc.(m/s2) Norm. Max. Disp. (%) Cracked Area (%)

�x δ �x δ �x δ

(a) Target Spectrum I
Model 1 (+) 22.40 1.39 0.038 1.17 0.85 2.18
Model 1 (-) 22.28 1.37 0.041 1.08 0.94 1.77
Model 2 (+) 27.12 1.30 0.046 1.16 1.10 2.56
Model 2 (-) 27.85 1.31 0.048 1.18 1.38 2.02
Model 3 (+) 27.81 1.29 0.046 1.16 1.14 2.54
Model 3 (-) 27.56 1.28 0.048 1.18 1.45 2.12

(b) Target Spectrum II
Model 1 (+) 18.89 1.37 0.047 1.16 2.22 2.13
Model 1 (-) 19.34 1.34 0.049 1.23 2.76 2.14
Model 2 (+) 24.39 1.32 0.054 1.18 2.55 2.14
Model 2 (-) 25.30 1.32 0.057 1.27 2.95 2.39
Model 3 (+) 25.22 1.36 0.054 1.17 2.88 2.04
Model 3 (-) 26.12 1.35 0.058 1.27 3.41 2.43
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methods “SS”, “ASI”, “EPA”, “IEPA”, “PGA”, “MIV”, “IM”, “ASCE”, and “RSPM” were used
as the shorthand notations while presenting the results for the individual scaling techniques
presented in Section 2. EDPs were chosen as the commonly used indices for the performance
of the structure. As a simple mean to assess the performance level of a monolith, the ratio of
the cracked area to the total cross-sectional areas of the dams was used. To simplify the
interpretation, the displacements were normalized by dam height.

The comparison of the results was made by comparing the geometric mean and the
dispersion measure of the EDPs obtained for each scaling procedure to the benchmark
result for each model. For each set of dynamic analyses, the mean of the maximum
acceleration, displacement, and the cracked area ratio were calculated and compared with
the corresponding benchmark value and the results obtained from the other sets of
analyses. The mean value of the results obtained from each scaled motion set should be
in line with the mean value of the un-scaled benchmark. The dispersion in the results
should be reduced by the scaling procedure. Arguably, the accurate prediction of the mean
EDP quantity is more important in showing the performance of the procedure; however, it
should not be forgotten that an accurate mean prediction with a large dispersion would
imply that a significant number of ground motions will have to be included in a given set
in order to ascertain the consistency among possible motion sets.

The mean and dispersion values of the crest acceleration obtained from the suites
scaled with different procedures are presented in Table 6. The results are presented
separately for the different monoliths and target spectra. The benchmark values are
reported directly in the table. The relative differences of the mean and the dispersion
value from the benchmark quantity calculated as εEDP ¼ xscaled � xbmð Þ=xbm were calcu-
lated for directly assessing the performance of the scaling procedure. It should be noted
that when the percent relative difference was a positive value, the results of the scaled sets

(a) TargetI (b) Target II 

Figure 6. Normalized histogram of the EDPs, considering the direction effect on the whole suit for
Model 2, benchmark positive ±5% bounds shown.
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were higher and when it was negative, the results were lower than the benchmark value.
For instance, for model 1, the mean crest acceleration for the suite scaled with the RSPM
method was 6.5% less than the benchmark estimate. The dispersion was reduced by 20.8%
from the benchmark using the scaling technique.

The mean values of the crest acceleration EDPs from the scaled ground motions are
within +20 to −10% of the benchmark results. In general, the mean EDP was predicted to
be higher compared with the benchmark analyses (Table 6). The results from the ASCE
and IEPA scaling were considerably higher than the benchmark results for both target
levels. On the other hand, the RSPM, PGA, and ASI scaling yielded close estimates for the
benchmark results. For some of the scaling methods (EPA, IEPA, and ASI), the results for
the scaled sets were markedly different at the two hazard levels: the overestimation of the
benchmark mean was reduced for the second target spectrum. The reduction in the
dispersion was utmost 20% for the scaling methods. The most significant reduction was
obtained using RSPM, EPA, and ASI scaling. Compared with models 2 and 3, the
dispersion in the estimate was reduced more for model 1. Overall, the reduction in the
dispersion was similar for both target spectra.

Table 6. The mean and dispersion for the crest acceleration (m/s2) EDP for different scaling procedures.
Mean values (�x) Dispersion values (δ)

Target spectrum I Target spectrum II Target spectrum I Target spectrum II

M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3

Bench. 15.657 16.823 17.788 15.115 17.105 17.479 2.009 1.751 1.742 2.011 1.757 1.741

% Relative difference from benchmark, mean, and dispersion measure

SS 2.7 14.1 9.0 6.2 4.8 3.3 0.8 5.1 6.4 −4.5 −2.7 −5.5
ASI −2.0 10.1 10.2 4.1 3.3 −2.1 −13.4 −5.4 −6.7 −12.4 −8.4 −13.3
EPA 2.1 13.9 14.5 3.0 1.7 −2.5 −10.7 −3.6 −5.7 −12.3 −7.9 −10.6
IEPA −1.2 11.9 11.1 10.6 10.4 7.6 −15.4 −7.2 −10.0 −10.4 −2.1 −4.8
PGA −1.7 8.0 5.3 8.4 8.4 4.7 −12.2 −5.4 −7.7 −12.9 −5.0 −9.7
MIV −8.6 0.2 0.2 −3.7 −3.2 −8.1 7.9 13.8 13.4 6.4 13.0 7.0
IM 1.3 9.6 7.8 −1.1 −2.2 6.3 −6.3 −2.3 −2.7 −11.0 −6.1 −11.3
ASCE 6.9 20.2 17.1 13.1 10.8 6.3 −7.9 −3.7 −6.4 −13.9 −5.6 −11.3
RSPM −6.5 3.8 0.0 −2.3 −2.3 −3.3 −20.8 −9.6 −9.5 −12.7 −10.0 −12.6

Table 7. The mean and dispersion for the normalized crest displacement (Δcrest/H(%)) EDP for the
different scaling procedures.

Mean values (�x) Dispersion values (δ)

Target spectrum I Target spectrum II Target spectrum I Target spectrum II

M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3

Bench. 0.032 0.036 0.036 0.031 0.034 0.034 1.723 1.735 1.741 1.670 1.684 1.695

% Relative difference from benchmark, mean, and dispersion measure

SSS 8.6 11.7 13.0 −12.4 4.8 5.9 0.1 5.6 6.1 −0.7 0.9 2.2
ASI 6.0 9.1 11.0 13.2 4.7 4.0 −1.9 −1.7 3.1 0.6 0.6 1.2
EPA 9.5 13.6 16.0 −14.1 2.9 2.3 −2.7 2.5 2.8 −0.7 0.4 0.7
IEPA 6.7 10.6 13.1 −7.6 9.7 10.8 1.1 4.6 5.0 −2.1 3.1 4.1
PGA 7.0 11.7 12.3 −10.7 8.6 8.5 10.6 17.5 17.8 1.8 3.6 4.1
MIV 1.8 3.4 4.3 −19.5 −6.5 −6.9 9.4 20.3 20.2 13.8 19.0 17.4
IM 7.6 10.0 11.7 −17.1 −1.8 14.0 −2.2 2.6 3.5 −4.1 −2.1 2.5
ASCE 13.6 19.5 21.6 −6.7 13.0 14.0 −2.0 3.8 3.7 −1.0 0.9 2.5
RSPM 3.9 9.0 11.1 −11.9 3.0 2.9 −5.5 −5.0 −4.9 −5.4 −4.6 −4.4
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The mean and dispersion values of the normalized crest displacement obtained from
the ground motion suite scaled with different procedures are presented in Table 7.
The normalized crest displacement was generally predicted higher by the scaled sets
compared with the un-scaled benchmarks values. The results were within 5–20% of the
benchmark displacement values. The ASCE, EPA, and IEPA scaling yielded the highest
estimates. The dispersion for the scaled sets was generally similar to the benchmark set,
with perhaps the only meaningful reduction obtained with the spectral matching techni-
que. There did not appear to be a major difference for dispersion reduction with respect to
the target spectrum.

The mean and dispersion values of the total cracked area on the monolith obtained
from the ground motion suite scaled with the different procedures are presented in
Table 8. The presented quantities were normalized by the total cross-sectional area of
the concrete gravity dam in order to obtain the percentage of the cracked area on the
monolith. The results obtained from the scaled suites were generally larger than their
counterparts obtained from the original ground motion suite. Notably, the ASCE scaling
yielded significantly higher damage area ratios (as much as 100% over the benchmark)
compared with the other scaling techniques. The IEPA yielded high predictions as well for
the first spectrum. The MIV and RSPM scaling on the other hand yielded predictions on
the downside of the benchmark. The mean crack area ratio predicted from the RSPM
scaling was as much as 30% lower than the benchmark value. The reduction of dispersion
varied significantly for the two different target spectra. The reduction was markedly higher
for the second spectrum, varying between 15 and 25%, with the RSPM scaling reducing
the dispersion by as much as 38% for the first model. The reduction in dispersion was
smaller for the first target spectrum: for some models, the dispersion was even increased
compared with the benchmark set after the scaling.

The overall comparison of the scaling procedures is presented in Fig. 7 for the chosen
EDPs. For each model, the mean prediction from the scaled set along with ±standard
deviation on the predictions can be seen on the figure. The mean estimates for the crest
acceleration and displacement were quite close to the benchmark results. The results were
mixed regarding the estimation of the cracked area ratios. The dispersion in this quantity
was substantial compared with the previous EDPs. The reduction in the dispersion for the
scaled sets was observed consistently for the crest acceleration EDP: for the other EDPs, an

Table 8. The mean and dispersion for the total cracked area ratio EDP for the different scaling procedures.
Mean values (�x) Dispersion values (δ)

Target spectrum I Target spectrum II Target spectrum I Target spectrum II

M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3

Bench. 0.849 1.096 1.142 2.216 2.548 2.876 2.180 2.557 2.537 2.130 2.140 2.040

% Relative difference from benchmark, mean, and dispersion measure

SS 5.2 36.4 45.9 −8.6 13.5 17.2 4.9 0.9 14.0 −22.8 −17.5 −15.5
ASI −9.0 8.6 18.2 −10.4 8.1 5.8 7.6 −15.1 −5.1 −16.2 −15.7 −16.2
EPA 1.3 35.1 52.5 −14.8 −0.3 1.4 −4.9 −11.4 0.1 −16.3 −18.4 −16.0
IEPA −7.9 2.2 24.8 11.3 36.9 36.8 11.7 −0.9 2.8 −21.7 −21.7 −20.2
PGA −5.8 22.6 28.2 1.8 31.6 30.4 57.1 49.2 71.0 −3.8 −13.4 −18.5
MIV −24.4 −8.3 −9.0 −32.1 −32.6 −38.5 26.8 61.6 89.5 64.8 71.6 74.3
IM −9.5 27.4 40.2 −27.1 −17.9 49.2 −9.2 −3.4 3.3 −30.5 −30.7 −24.1
ASCE 14.2 69.7 107.3 16.7 51.7 49.2 −8.7 −7.2 3.2 −17.7 −23.4 −24.1
RSPM −17.4 −34.1 −27.2 −4.5 −3.8 2.4 −34.5 −30.9 −23.0 −37.8 −28.5 −27.0

18 F. B. SOYSAL ET AL.

D
ow

nl
oa

de
d 

by
 [

O
rt

a 
D

og
u 

T
ek

ni
k 

U
ni

ve
rs

ite
si

] 
at

 0
1:

01
 2

5 
Se

pt
em

be
r 

20
17

 



increase in the dispersion was just as possible for different scaled sets. The dispersion was
always reduced by the sets scaled with spectral matching; however, the mean prediction
was substantially lower than the benchmark. Among the other scaling techniques, scaling
to the ASI, EPA, and IEPA appeared to yield a meaningful, if small, reduction in the
dispersion compared with the benchmark results. MIV and PGA scaling, on the other
hand, led to significant increases in the dispersion for the damage-level EDP on the
systems.

4.3. Investigation of the Required Number of Records

The number of motions that can be used to predict the mean response reasonably well is
often a very important question in a design process. From the geophysical perspective, an
increased number of motions may help with the inclusion of expected phenomena at a
design site, while from the engineer’s perspective, it directly determines the computational
load. The ASCE/SEI-7-10 [ASCE, 2010] provides the well-known and commonly used
suggestions to this end. If three different groundmotions are used for the seismic assessment
of a structural system, the maximum of the response quantities from each different motion

(b) Target II(a) Target I

Figure 7. Comparison of the predictions obtained with different scaling methods for different EDPs.
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can be used as a design quantity. Including seven or more ground motions in a study, the
designer can use the mean value of the EDPs from these analyses as the response quantity.

Considering the sizes and the associated computational load with the nonlinear
dynamic analyses, engineers would want to work with as small a ground motion set as
possible. However, the reduction of the number of motions in a ground motion set is
strongly dependent on the particular scaling technique’s efficiency for reducing the
variance in the desired EDP. In order to study this effectiveness, the ability of the chosen
sets to adequately predict the benchmark mean was investigated. For the complete sample
of sets that could be formed using “n” number of motions out of the 15 original, the
sample statistics of the mean were compiled. “Adequate” prediction was chosen in line
with the design process, i.e. the percentage of the sample results outside an acceptable
bound around the mean was calculated. Prediction of a (mean) EDP lower than 90% and
higher than 150% of the benchmark mean was assumed as unacceptable. Obtained
henceforth, the percentage of the unacceptable ground motion sets for each scaling
procedure is presented for the cracked area ratio EDP in Fig. 8. The large variance in
the prediction of this EDP, even after the scaling of the ground motions, is clearly
observed. For the first model and the first target spectrum, ASCE, SS, and EPA methods
were the most effective scaling techniques. For the second target spectrum, ASCE, IEPA,
and RSPM scaling were effective. For models 2 and 3, the effective methods were obtained
differently. ASI scaling appears to be the most effective technique for models 2 and 3 at the
first target spectrum. The stripe scaling (SS) was more effective for the second target
spectrum although scaling to the ASI was almost as successful. Scaling to the IEPA can
also be considered reasonably effective for both spectra for these models.

The number of motions required to predict the benchmark result was significantly
reduced when the crest displacement was selected as the EDP (Fig. 9). Except for the MIV
scaling, all scaling techniques performed well. Use of three GMTHs was adequate for
predicting the benchmark displacement mean effectively. Such a satisfactory prediction of
the displacement EDP by the methods, and the corresponding discrepancy with the
number of motions required for predicting the damage level on the system showed that

Figure 8. Probability of the mean cracked area ratio of the sample set � Benchmark Meanx0.9 or
� Benchmark Meanx1.5.
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the crest displacement was a poor indicator for quantifying the performance level of these
systems, in contrast to the typical use of displacement quantities for the damage-level
assessment of moment frames.

In conclusion, for predicting the performance of these low-period, brittle structures,
scaling to the IEPA and ASI values stands out among the various choices as the most
effective procedures working for the majority of the cases considered. The number of
motions for a GMTH suite was obtained differently for the two target spectra: results for
the first target spectrum displayed a need for the use of 9–10 motions to be included in a
given set, while the corresponding number was somewhat lower for the second.

5. Summary and Conclusions

In this study, the use of different ground motion scaling methods for the seismic assess-
ment of concrete gravity dams was investigated from the perspective of accuracy and
efficiency in the prediction of the performance levels of the systems. Target spectrum for
two alternative sites was determined from the corresponding PSHA. Benchmark solutions
were obtained by forming ground motion bins for these two sites. Comparison sets were
formed from different records and scaled for use in nonlinear transient analysis of a range
of gravity dam models. The models were investigated for the crack patterns occurring on
the structures as well as the crest displacement and acceleration. The following conclu-
sions can be drawn based on the results of this study.

● The effect of ground motion direction, insignificant for crest displacement, was
substantial for determining the damage level on the system.

● The crest acceleration and the normalized displacement at the crest were relatively
accurately predicted by the scaled set within 10% of the benchmark, almost regardless
of the technique. In other words, the mean values from the scaled sets were reason-
ably near the mean levels for the benchmark set with the un-scaled motions.
However, significant discrepancy between the benchmark mean and the damage

Figure 9. Probability of the mean crest displacement of the sample set � Benchmark Meanx0.9 or �
Benchmark Meanx1.5.
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level predicted using the scaled set was observed for some of the scaling techniques.
The worst predictions on the lower and higher sides of the benchmark were obtained
by the RSPM and ASCE scaling, respectively. The deviation with respect to the
benchmark mean was varying for the other scaling techniques.

● For predicting the performance of concrete gravity dam monoliths, scaling to the
IEPA and ASI values stands out among the various choices as the most effective
procedures working for the majority of the cases considered.

● The required number of ground motions for an effective prediction of the damage
level was obtained considerably higher than the seven motions commonly suggested
for this goal. Motion suites comprising 9–10 GMTHs should be formed in order to
obtain a close or a reasonably conservative estimate to the design goal.

The results of the study show that the scaling techniques commonly used for the
design and assessment of moment frame structures should not be readily applied to the
dam structures with the purpose of a performance-based assessment similar to
buildings.
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