Dr. Özlem İLK DAĞ

Spring 2013-2014

**STAT 552**

**HOMEWORK 1**

**Due 25 March 2014, Tuesday, 14:40**

You should work on these questions on your own. Please feel free to get help from me, but not from anyone else.

1. Computer application: We will understand the central limit theorem better by two examples and via following these steps:

***Example 1:*** *Step I:* Assume that you only have random numbers from continuous Uniform distribution between 0 and 1. Provide the **theory** on how you can generate random numbers from the following probability density function:

![](data:image/x-wmf;base64,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)

**Hint:** Remember the use of probability integral transformation method from S551 for random number generation.

*Step II:* Use a software (e.g. R or MATLAB etc.) to generate 50 random numbers from this distribution with a=1 and b=5, and to calculate the sample mean.

*Step III:* Repeat step II for 1,000 times (i.e., generating random numbers and calculating means). Save these 1,000 means so that you can use them in the next step.

*Step IV:* Draw a histogram and a Q-Q plot of the 1,000 sample means. Apply a test for normality such as Shapiro-Wilk test on these 1,000 sample means.

Include the theory, your software code (if you used R, MATLAB etc.), graphs and test result (obtained in Step IV) in your answer.

What did you observe at the end of this experiment?

The distribution used in this example is a continuous one with a shape similar to normal anyway. Let’s see what happens when we have a discrete data:

***Example 2:*** *Step I:* Generate n=10 random numbers from a Poisson distribution with mean=1. You can use readily available functions to do this (That is, you don’t need to work through probability integral transformation method or theory to generate these numbers). Calculate the sample mean.

*Step II:* Repeat step I for 1,000 times (i.e., generating random numbers and calculating means). Save these 1,000 means so that you can use them in the next steps. Save (any) one of the data sets you generated (You don’t need to save all 1,000 samples, just one is enough here).

*Step III:* Draw a histogram and a Q-Q plot of the one sample. Apply a test for normality such as Shapiro-Wilk test on this one sample.

*Step IV:* Draw a histogram and a Q-Q plot of the 1,000 sample means. Apply a test for normality such as Shapiro-Wilk test on these 1,000 sample means.

*Step V:* Repeat the same experiment, now with n=100.

Include the theory, your software code (if you used R, MATLAB etc.), graphs and test results (obtained in Steps III, IV and V) in your answer.

What did you observe at the end of this experiment?

1. Let X denote the proportion of allocated time that a randomly selected student spends working on a certain aptitude test. Suppose that the pdf of X is
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1. Show that this is a valid pdf.
2. Is this a member of regular exponential family? Why / why not?
3. Use the method of moments to obtain an estimator of θ, and then compute the estimate for this data.
4. Obtain the maximum likelihood estimator of θ, and then compute the estimate for the given data.
5. Consider θ in the range of [-1, 6] increasing by 1 unit (that is, consider θ={-1,0,1,2,…,6}). Plot θ versus likelihood values at each of the θ value. Also, plot θ versus *log-*likelihood values at each of the θ value. You can do this in any of the software you would like. Can you guess the MLE from these plots? Does it coincide with what you found in part d)?