
COMMUNICATIONS ON doi:10.3934/cpaa.2014.13.929
PURE AND APPLIED ANALYSIS
Volume 13, Number 2, March 2014 pp. 929–947

QUASILINEAR RETARDED DIFFERENTIAL EQUATIONS WITH

FUNCTIONAL DEPENDENCE ON PIECEWISE CONSTANT

ARGUMENT

M. U. Akhmet

Department of Mathematics

Middle East Technical University, Ankara, 06531, Turkey

(Communicated by Xingfu Zou)

Abstract. We introduce a new class of differential equations, retarded differ-

ential equations with functional dependence on piecewise constant argument,
RFDEPCA, and focus on quasilinear systems. Formulation of the initial val-

ue problem, bounded solutions, periodic and almost periodic solutions, their

stability are under investigation. Illustrating examples are provided.

1. Introduction and preliminaries. Differential equations with piecewise con-
stant argument of generalized type (EPCAG) were introduced in [2]-[4], and then
investigated in [5]-[13]. Extended information about these systems can be found in
book [5]. They contains as a subclass, differential equations with piecewise constan-
t argument (EPCA), [35]. In paper [2], we generalized the argument-functions as
well as proposed to reduce investigation of EPCAG to integral equations. Due to
this innovation, it is possible, now, to analyze essentially non-linear systems. That
is, systems non-linear with respect to values of solutions at the discrete moments
of time, where the argument changes its constancy. While the main and unique
method for EPCA is reduction to discrete equations and, hence, only those equa-
tions are considered, where values of solutions at discrete moments appear linearly
[35]. Thus, we have deepen the analysis insight significantly. Our proposals were
used in papers [5]-[9], [12, 13, 24] to develop the theory, and in [10, 11, 15] for
applications.

Recently, in papers [27],[29]-[33],[36, 37], delay differential equations with piece-
wise constant argument have been investigated and interesting problems mainly re-
lated to existence of periodic and almost periodic solutions were considered. These
investigations continue traditions of founders, [16, 18, 26], of theory of differential
equations with piecewise constant argument (EPCA), papers [1, 19, 28, 35] and
many others. This means that the constant argument is assumed as a multiple
of the greatest integer function, and analysis is made on the basis of reduction to
discrete equations. In fact, the simple type of the constancy and the method of
investigation strongly relate to each other, since one can reduce a linear system
with the greatest integer argument-function to a linear discrete equation easily. In
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the present paper, we have maximally generalized the problem considering an ar-
bitrary piecewise constant argument-function and, it is the first time in literature
that functional dependence on piecewise constant argument is considered.

Let us start description of the system considered in the paper. We begin with
the argument’s constancy. Denote by Z,R the sets of all integers and real numbers
respectively and by θ = {θi}, ζ = {ζi}, i ∈ Z, sequences of real numbers such that
the first one is strictly ordered, |θi| → ∞ as |i| → ∞, and another one satisfies
θi ≤ ζi ≤ θi+1, i ∈ Z. That is the second sequence, ζ, is not necessary strictly
ordered.

We say that a function is of the β−type, and denote it β(t), if β(t) = θi for
θi ≤ t < θi+1, i ∈ Z. One can see that the greatest integer function [t], which is
equal to the maximal among all integers less than t, is a β−type function with
θi = i, i ∈ Z. Similarly, β(t) = 2[t/2] if θi = 2i, i ∈ Z. A sketch of the graph of a
β−type function is seen in Figure 1.
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Figure 1. The graph of the β(t) function.

We say that a function is of the γ−type, and denote it γ(t), if γ(t) = ζi for
θi ≤ t < θi+1, i ∈ Z. One can easily find, for example, that 2[ t+1

2 ] is a γ−type
function with θi = 2i − 1, ζi = 2i. In Figure 2 the typical graph of a γ(t) function
is seen.

Finally, we say that a function is of χ−type, and denote it χ(t), if χ(t) = θi+1

for θi ≤ t < θi+1,∈ Z. One can see that the function [t + 1], is a χ−type function
with θi = i, i ∈ Z.

It is obvious that the most general among piecewise constant functions considered
above is the γ−type function.

Let us introduce the following functional differential equations,

x′(t) = A0(t)x(t) +A1(t)x(γ(t)) + f(t, xt, xγ(t)), (1)

where t ∈ R, x ∈ Rn. In equation (1), terms xt, xγ(t), must be understood in the
way used for FDE, [17, 21, 23]. That is, xt(s) = x(t+ s), xγ(t)(s) = x(γ(t) + s), s ∈
[−τ, 0]. Let us clarify that the argument function γ(t) is of the alternate type. Fix
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Figure 2. The graph of the γ(t) function.

k ∈ N and consider the function on the interval [θk, θk+1). Then, the function γ(t)
is equal to ζk. If the argument t satisfies θk ≤ t < ζk, then γ(t) > t and it is
of advanced type. Similarly, if ζk < t < θk+1, then γ(t) < t and, hence, it is
of the delayed type. Consequently, it is worth pointing out that the equation (1)
is with alternate constancy of argument. If the argument-function is of β−type or
χ−type we shall say about retarded constancy and advanced constancy of argument,
respectively. It is clear that the alternate constancy is the most general among those
three. One can easily see that (1) is more general than those considered in [27],[29]-
[33],[36, 37]. Indeed, we have introduced equations, where the rate depends on
xγ(t), instead of x(γ(t)). That is, (1) is an equation with functional dependence
on piecewise constant argument. Examples of functionals with piecewise constant
argument are given in Section 6, Example 1.

In this paper we extend both, differential equations with piecewise constant ar-
gument and functional differential equations to a new type differential equations.
In most general sense, they are functional differential equations, since the right-
hand-side is a functional. Despite that newly introduced systems are functional
differential equations, they can not be analyzed only trough existing theoretical
results for functional differential equations, and their peculiarity requests a new
approach which combines features of continuous and discrete dynamics.

Fix a non-negative number τ ∈ R, and denote by C = C([−τ, 0],Rn), n− a fixed
natural number, the set of all continuous functions mapping the interval [−τ, 0] into
Rn, with the uniform norm ‖φ‖0 = max[−τ,0] ‖φ‖, where || · || is the Euclidean norm
in Rn.

Consider a subset D of the product R × C × C, and introduce a continuous
functional f : D → Rn. To be concrete, we assume in this paper that D = R×C×C.
Let s ∈ R be a positive number. We denote Cs = {φ ∈ C|‖φ‖0 ≤ s}. Let C0(R)
(respectively C0(R×CH ×CH) for a given H ∈ R, H > 0) be the set of all bounded
and continuous functions on R (respectively on R× CH × CH).

The following assumptions will be needed throughout this article:

(C1) A0, A1 are n× n matrices and their elements are from C0(R);
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(C2) f ∈ C0(R× CH × CH) for each positive H ∈ R;
(C3) f satisfies the Lipschitz condition in the second and third arguments:

‖f(t, φ1, ψ1)− f(t, φ2, ψ2)‖ ≤ L(‖φ1 − φ2‖0 + ‖ψ1 − ψ2‖0),

where (t, φ1, ψ1) and (t, φ2, ψ2) are from D, for some positive constant L;
(C4) infR ‖A1(t)‖ > 0;
(C5) there exist positive numbers θ̄, ζ̄ > 0 such that θi+1−θi ≤ θ̄, ζi+1−ζi ≤ ζ̄, i ∈

Z.
One can find easily that ζ̄ ≤ 2θ̄.

The system (1) has the form of a functional differential equation,

z′(t) = A0(t)z(t) +A1(t)z(ζi) + f(t, zt(t), zζi), (2)

if t ∈ [θi, θi+1), i ∈ Z. That is, this system has the structure of a functional differ-
ential equation with continuous time within intervals [θi, θi+1), i ∈ Z.

2. Existence and uniqueness. Let us introduce the initial condition for system
(1). We will consider the increasing time. Fix a number σ ∈ R, and two functions
φ, ψ ∈ C. If γ(σ) < σ, we shall say that a solution x(t) of equation (1) satisfies
the initial condition and write x(t) = x(t, σ, φ, ψ), t ≥ σ, if xσ(s) = φ(s), xγ(σ)(s) =
ψ(s), s ∈ [−τ, 0]. In what follows we assume that if the set [γ(σ)−τ, γ(σ)]∪ [σ−τ, σ]
is connected, then equality φ(s) = ψ(s+ σ− γ(σ)) is true for all s ∈ [−τ, γ(σ)− σ].
If γ(σ) ≥ σ, then we look for a solution x(t) = x(t, σ, φ), t ≥ σ, such that xσ(s) =
φ(s), s ∈ [−τ, 0]. Thus, if θi ≤ σ < θi+1, for some i ∈ Z, then there are two cases of
the initial condition:

• (IC1)] xσ(s) = φ(s), φ ∈ C, s ∈ [−τ, 0] if θi ≤ σ ≤ ζi < θi+1;
• (IC2) xσ(s) = φ(s), xγ(σ)(s) = ψ(s), φ, ψ ∈ C, s ∈ [−τ, 0], if θi ≤ ζi < σ <
θi+1.

Considering equation (1) with these conditions we shall say about the initial value
problem, IV P, for system (1). To be short, we shall say only about solutions of
IV P in the form x(t, σ, φ, ψ). Specifying x(t, σ, φ) for (IC1), if needed. Thus, we
can provide the following definition, now.

Definition 2.1. A function x(t) is a solution of (1) with (IC1) or (IC2) on an
interval [σ, σ + a) if:

(i) it satisfies the initial condition;
(ii) x(t) is continuous on [σ, σ + a);
(iii) the derivative x′(t) exists for t ≥ σ with the possible exception of the points

θi, where one-sided derivatives exist;
(iv) equation (2) is satisfied by x(t) for all t > σ, except possibly points of θ and

it holds for the right derivative of x(t) at points θi.

Consider the following linear system,

z′(t) = A0(t)z(t) +A1(t)z(γ(t)), (3)

which corresponds to equation (1). Systems of type (3) has been investigated in
[5, 6]. In what follows we will give a short information from the book.

Let I be an n× n identity matrix. Denote by X(t, s), X(s, s) = I, t, s ∈ R, the
fundamental matrix of solutions of the system

x′(t) = A0(t)x(t) (4)
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which is associated with systems (1) and (3). We introduce the following matrix-
function

Mi(t) = X(t, ζi) +

∫ t

ζi

X(t, s)A1(s)ds, i ∈ Z.

This matrix is very useful in what follows.
From now on we make the assumption:

(C6) For every fixed i ∈ Z, det[Mi(t)] 6= 0, ∀t ∈ [θi, θi+1].

We shall call (C6) the regularity condition.

Remark 1. It is easily seen that the last condition is equivalent to the following
one:

det[I +

∫ t

ζi

X(ζi, s)A1(s)ds] 6= 0,

for all t ∈ [θi, θi+1], i ∈ Z.

Definition 2.2. A function x(t) is a solution of (1)((3)) on R if:

(i) x(t) is continuous;
(ii) the derivative x′(t) exists for all t ∈ R with the possible exception of the points

θi, i ∈ Z, where one-sided derivatives exist;
(iv) equation (1)((3)) is satisfied by x(t) for all t ∈ R, except points of θ and it

holds for the right derivative of x(t) at the points θi, i ∈ Z.

Theorem 2.3 ([5, 6]). If condition (C1) is fulfilled, then for every (t0, z0) ∈ R×Rn
there exists a unique solution z(t) = z(t, t0, z0), z(t0) = z0, of (3) in the sense of
Definition 2.2 if and only if condition (C6) is valid.

Using the last theorem one can easily prove [5, 6] that the set of the solutions
of (3) is an n−dimensional linear space. Hence, for a fixed t0 ∈ R there exists a
fundamental matrix of solutions of (1), Z(t) = Z(t, t0), Z(t0, t0) = I, such that

dZ

dt
= A0(t)Z(t) +A1(t)Z(γ(t)).

Let us show how to construct the fundamental matrix. Fix i ∈ Z, such that θi ≤
t0 < θi+1 and define the matrix only for increasing t, as the construction is similar
for decreasing t.

We have

Z(t) = Ml(t)
[ i+1∏
k=l

M−1
k (θk)Mk−1(θk)

]
M−1
i (t0), (5)

if t ∈ [θl, θl+1], for arbitrary l > i.
Similarly, if θj ≤ t ≤ θj+1 < . . . < θi ≤ t0 ≤ θi+1, then

Z(t) = Mj(t)
[ i−1∏
k=j

M−1
k (θk+1)Mk+1(θk+1)

]
M−1
i (t0). (6)

It is obtained that Z(t, s) = Z(t)Z−1(s), t, s ∈ R, and a solution z(t), z(t0) =
z0, (t0, z0) ∈ R× Rn, of (1) is equal to z(t) = Z(t, t0)z0, t ∈ R.

One can easily see that (C4)− (C7) imply the existence of positive constants m,
M and M̄ such that m ≤ ‖Z(t, s)‖ ≤M, ‖X(t, s)‖ ≤ M̄ for t, s ∈ [θi, θi+1], i ∈ Z.

From now on we make the assumptions

(C7) M̄L(1 +M)θ̄ < 1.
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Lemma 2.4. Suppose that conditions (C1) − (C7), hold, and fix i ∈ Z. Then, for
every (σ, φ, ψ) ∈ [θi, θi+1]× C × C, there exists a unique solution x(t) = x(t, σ, φ, ψ)
of (1) on [θi, θi+1].

Proof. We will consider only (IC1), since the proof with (IC2) coincides with that
for functional differential equations [21].

Existence. Fix i ∈ Z. We assume that θi ≤ σθi+1, and consider solution x(t, σ, φ).
Take x0(t) = Z(t, σ)φ(σ) and define a sequence {xk(t)}, k ≥ 0, by

xk(t) = φ(t), t ≤ σ,

xk+1(t) = Z(t, ξi)
[
φ(σ) +

∫ ζi

σ

X(ζi, s)f(s, xks , x
k
ζi)ds

]
+

∫ t

ζi

X(t, s)f(s, xks , x
k
ζi)ds, t ∈ [θi, θi+1].

The last expression implies that

max
[σ,θi+1]

‖xk+1(t)− xk(t)‖ ≤ [M̄L(1 +M)θ̄]k+1M‖φ(σ)‖.

Thus, there exists a unique solution x(t) = x(t, σ, φ) of the equation

x(t) = Z(t, ξi)
[
φ(σ) +

∫ ζi

σ

X(ζi, s)f(s, xs, xζi)ds
]

(7)

+

∫ t

ζi

X(t, s)f(s, xs, xζi)ds, t ∈ [θi, θi+1]. (8)

which is a solution of (1) on [θi, θi+1] as well. This proves the existence.
Uniqueness. Denote by xj(t) = x(t, σ, φ), j = 1, 2, the solutions of (1), where

θi ≤ σ < θi+1.
We have that

x1(t)− x2(t) = Z(t, ξi){
∫ ζi

σ

X(ζi, s)[f(s, x1
s, x

1
ζi)− f(s, x2

s, x
2
ζi)]ds}

+

∫ t

ζi

X(t, s)[f(s, x1
s, x

1
ζi)− f(s, x2

s, x
2
ζi)]ds.

Hence,

‖x1(t)− x2(t)‖ ≤ M̄Lθ̄(1 +M) max
[σ,θi+1]

‖x1(t)− x2(t)‖, t ∈ [σ, θi+1].

Since of (C7) it is possible if only max[θi,θi+1] ‖x1(t) − x2(t)‖ = 0. The lemma is
proved.

The next Lemma can be proved exactly in the way that used to verify Lemma
2.2 from [5], see also [6], if we use Lemma 2.4.

Lemma 2.5. Suppose that conditions (C1)−(C7), hold. Then, for every (σ, φ, ψ) ∈
[θi, θi+1] × C × C, there exists a unique solution x(t) = x(t, σ, φ, ψ), t ≥ σ, of (1),
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and it satisfies the integral equation

x(t) = Z(t, σ)[φ(σ) +

∫ ζi

σ

X(σ, s)f(s, xs, xγ(s)) ds]

+

j−1∑
k=i

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, xs, xγ(s)) ds

+

∫ t

ζj

X(t, s)f(s, xs, xγ(s)) ds, (9)

where θi ≤ σ ≤ θi+1 and θj ≤ t ≤ θj+1, i < j.

3. Bounded solutions. We shall need the following assumptions.

(C8) ‖Z(t, s)‖ ≤ Ke−α(t−s), s ≤ t, where K,α are positive numbers;
(C9) there exist positive numbers θ, ζ > 0 such that θi+1−θi ≥ θ, ζi+1−ζi ≥ ζ, i ∈

Z;

(C10) 2M̄L[θ̄ + ζ̄ Keαθ̄

1−e−αθ
] < 1;

(C11) L 2KM̄(1+eαθ̄)eαθ̄eατ

α < 1;

(C12) LKM̄ eθ̄

1−e−αθ
< 1;

(C13) 2MM̄Lθ̄ < 1.

Lemma 3.1. Suppose that conditions (C1) − (C9), hold. Then, a bounded on R
function x(t) is a solution of (1) if and only if it satisfies the following integral
equation

x(t) =

∫ t

ζj

X(t, s)f(s, xs, xγ(s)) ds

+

j−1∑
k=−∞

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, xs, xγ(s)) ds, (10)

where θj ≤ t ≤ θj+1.

Proof. We consider only sufficiency. The necessity can be proved by using (9) and
(C8), in very similar way to the ordinary differential equations case. Since the
solution is bounded, there is a positive constant H such that ‖x(t)‖ ≤ H. By
assumption, f ∈ C0(R × CH × CH). That is, supR ‖f(s, xs, xγ(s))‖ = MH < ∞, for
a positive number MH . Then

‖
∫ t

ζj

X(t, s)f(s, xs, xγ(s)) ds+

j−1∑
k=−∞

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, xs, xγ(s))ds‖

≤|
∫ t

ζj

M̄MHds|+
j−1∑

k=−∞

Ke−α(t−θk+1)

∫ ζk+1

ζk

M̄MH ds ≤ M̄MH [θ̄ + ζ̄
Keαθ̄

1− e−αθ
].
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That is, the series and integral in (10) are convergent. Let us differentiate (10).
We have that

x′(t) =

∫ t

ζj

A0(t)X(t, s)f(s, xs, xγ(s)) ds+f(s, xt, xγ(t))

+

j−1∑
k=−∞

[A0(t)Z(t, θk+1)+A1(t)Z(ζj , θk+1)]

∫ ζk+1

ζk

X(θk+1, s)f(s, xs, xγ(s))ds

= A0(t)x(t) +A1(t)x(γ(t)) + f(s, xt, xγ(t)).

The Lemma is proved.

Now, we apply the result of the last Lemma to prove existence of a unique
bounded on R solution of (1). Then we find conditions of its stability. So, we will
prove that the following theorem is valid.

Theorem 3.2. Suppose that conditions (C1) − (C10), hold. Then, (1) admits a
unique bounded of R solution. If, additionally, conditions (C11) − (C13) are valid
then the solution is exponentially stable.

Proof. Consider the complete metric space C0(R) with the sup-norm ‖φ‖∞ =
supR ‖φ(t)‖. Define on C0(R) the operator Π such that

Πy(t) ≡
∫ t

ζj

X(t, s)f(s, ys, yγ(s)) ds

+

j−1∑
k=−∞

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, ys, yγ(s)) ds, t ∈ [θj , θj+1].

One can show that Π : C0(R) → C0(R). Let us verify that this operator is
contractive. Indeed, if u, v ∈ C0(R), then

‖Πu(t)−Πv(t)‖ ≤|
∫ t

ζj

2M̄L‖u−v‖1ds+

j−1∑
k=−∞

Ke−α(t−θk+1)

∫ ζk+1

ζk

2M̄L‖u−v‖1 ds

≤2M̄L[θ̄ + ζ̄
Keαθ̄

1− e−αθ
]‖u− v‖∞.

Since of (C10), the operator is contractive. That is, equation (1) admits a unique
solution u(t) from C0(R).

Let us investigate its stability. We apply representation (9) for this. We have
that if u, v, are solutions of the equation with initial data (σ, φ, ψ), (σ, η, π), then

u(t)− v(t) =Z(t, σ)[(φ(σ)− η(σ)) +

∫ ζi

σ

X(σ, s)(f(s, us, uγ(s))− f(s, vs, vγ(s))) ds]

+

j−1∑
k=i

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)(f(s, us, uγ(s))− f(s, vs, vγ(s))) ds

+

∫ t

ζj

X(t, s)(f(s, us, uγ(s))− f(s, vs, vγ(s))) ds.
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Denote by w(t) the difference u(t) − v(t). Then w satisfies the following integral
equation

w(t) =Z(t, σ)[(φ(σ)− η(σ)) +

∫ ζi

σ

X(σ, s)(f(s, us, uγ(s))

− f(s, us + ws, uγ(s) + wγ(s))) ds]

+

j−1∑
k=i

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)(f(s, us, uγ(s))

− f(s, us + ws, uγ(s) + wγ(s))) ds+

∫ t

ζj

X(t, s)(f(s, us, uγ(s))

− f(s, us + ws, , uγ(s) + wγ(s))) ds. (11)

We will solve this equation for σ = 0, initial function wσ = φ(s)− η(s), ‖φ(s)−
η(s)‖ < δ, s ∈ [−τ, 0], where δ > 0, will be precised later. assuming that γ(0) ≤ 0.

Fix ε > 0 and denote L(l, δ) = Keατδ

1−L 2KM̄(1+eαθ̄)eαθ̄eατ

α

. Take δ so small that L(l, δ) <

ε.
Let Ψδ be the set of all continuous functions which are defined on [−τ,∞) such

that:

1. πσ(s) = φ(s)− η(s), s ∈ [−τ, 0];
2. ||π(t)|| ≤ L(l, δ) exp(−α2 t) if t ≥ 0,

for all π ∈ Ψδ. If the norm is ‖φ‖1 = sup[0,∞) ‖φ(t)‖, then the set is a complete

metric space. Define on Ψδ an operator Π̃ such that

Π̃π(t) =



φ(t)− η(t), t ∈ [−τ, 0]

Z(t, 0)[(φ(0)− η(0) +
∫ ζi

0
X(0, s)(f(s, us, uγ(s))

−f(s, us + πs, uγ(s) + πγ(s))) ds]

+
∑j−1
k=i Z(t, θk+1)

∫ ζk+1

ζk
X(θk+1, s)(f(s, us, uγ(s))

−f(s, us + πs, uγ(s) + πγ(s))) ds+
∫ t
ζj
X(t, s)(f(s, us, uγ(s))

−f(s, us + πs, , uγ(s) + πγ(s))) ds, t ∈ [θi, θi+1].

We shall show that Π̃ : Ψδ → Ψδ. Indeed, for t ≥ 0 it is true that

||Π̃π(t)|| ≤K exp(−αt)[δ +

∫ ζi

0

M̄L(‖πs‖0 + ‖πγ(s)‖‖)ds]

+

j−1∑
k=i

K exp(−α(t− θk+1)

∫ ζk+1

ζk

M̄L(‖πs‖0 + ‖πγ(s)‖0‖)ds

+

∫ t

ζj

M̄L(‖πs‖0 + ‖πγ(s)‖0‖)ds ≤ L(l, δ) exp(−α
2
t).

Let π1, π2 ∈ Ψδ. Then

||Π̃π1 − Π̃π2||1 ≤ LKM̄
eθ̄

1− e−αθ
||π1 − π2||1.

Using a contraction mapping theorem, one can conclude that there exists a unique
fixed point v(t, δ) of the operator Π̃ : Ψδ → Ψδ which is a solution of (11).

To complete the proof we should show that there is no other solutions of the initial
value problem. Consider first the interval [θ0, θ1]. Assume that on this interval,
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(11) has two different solutions v1, v2 of the problem. Denote w = v1 − v2, m̄ =
max[θ0,θ1] ||w(t)||, and assume, on contrary, that m̄ > 0. We have that on the interval

||w(t)|| ≤ ||
∫ ζi

0

MM̄L2m̄ds+

∫ t

ζi

M̄L2m̄ds ≤ 2MM̄Lθ̄m̄.

The last inequality contradicts condition (C13). Now, using induction, one can
easily prove the uniqueness for all t ≥ 0. The theorem is proved.

4. Periodic solutions. Assume that there are two numbers, ω ∈ R, p ∈ Z, such
that θk+p = θk + ω, ζk+p = ζk + ω, k ∈ Z. Then denote by Q the product

∏p
k=1Gk,

where matrices Gk are equal to M−1
k (θk)Mk−1(θk), k ∈ Z. The matrix Q, is the mon-

odromy matrix, and eigenvalues of the matrix, ρj , j = 1, 2, . . . , n, are multipliers. It
is clear that system (1) admits a periodic solution, if there exists a unit multiplier.
Generally, all the results known for linear homogeneous ordinary differential equa-
tions based on the unit multipliers can be identically repeated for the present sys-
tems. Our main goal in this section is to study the non-critical systems, and find for-
mulas for solutions. We assume that the system is ω− periodic. That is, in addition
to the above conditions, Aj(t+ω) = Aj(t), j = 0, 1, f(t+ω, φ, ψ) = f(t, φ, ψ), t ∈ R.
In what follows, we assume without loss of generality that ζ0 = 0, and consider
σ = ζ0.

Consider the solution z(t) = z(t, 0, z0). We have that

z(t) =Z(t)z0 +

j−1∑
k=0

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, zs, zγ(s)) ds

+

∫ t

ζj

X(t, s)f(s, zs, zγ(s)) ds, t ∈ [θj , θj+1], (12)

where Z(t) ≡ Z(t, 0), t ∈ R, and

z(ω) = Z(ω)z0 +

p−1∑
k=0

Z(ω, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, zs, zγ(s)) ds.

In papers [12, 13] we proved the Poincaré criterion for EPCAG. According to
this, z(t) is a periodic solution if and only if z0 satisfies

[I − Z(ω)]z0 =

p−1∑
k=0

Z(ω, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, zs, zγ(s)) ds.

By conditions of non-criticality,

det[I − Z(ω)] 6= 0, (13)

and the last equation admits a unique solution,

z∗ = [I − Z(ω)]−1

p−1∑
k=0

Z(ω, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, zs, zγ(s)) ds.
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Thus, we have obtained that

z(t) =Z(t)[I − Z(ω)]−1

p−1∑
k=0

Z(ω, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, zs, zγ(s)) ds

+

j−1∑
k=0

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s) ds+

∫ t

ζj

X(t, s)f(s, zs, zγ(s)) ds.

(14)

Use formula (14) to obtain

z(t) =

j−1∑
k=0

Z(t)[I − Z(ω)]−1Z−1(θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, zs, zγ(s)) ds

+

p−1∑
k=j

Z(t)[I − Z(ω)]−1Z(ω)Z−1(θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, zs, zγ(s)) ds

+

∫ t

ζj

X(t, s)f(s, zs, zγ(s)) ds. (15)

One can easily verify by substitution that (15) is a solution , and it is a continuous
function. One can construct the following Green function for the periodic solution,
GP (t, s), t, s ∈ [0, ω].

If t ∈ [θj , θj+1), j = 0, 2, . . . , p− 1, then

GP (t, s) =


Z(t)[I − Z(ω)]−1Z−1(θk+1)X(θk+1, s), s ∈ [ζk, ζk+1), k < j,
Z(t)[I − Z(ω)]−1Z(ω)Z−1(θk+1)X(θk+1, s),

s ∈ [ζk, ζk+1)\ ˆ[ζj , t], k ≥ j,
Z(t)[I − Z(ω)]−1Z(ω)Z−1(θk+1)X(θk+1, s) +X(t, s), s ∈ ˆ[ζj , t]

Now, apply the last formula in (15) to see that the periodic solution satisfies

z(t) =

∫ ω

0

GP (t, s)f(s, zs, zγ(s))ds.

Denote by M̃ = maxt,s∈[0,ω] ‖GP (t, s)‖ <∞. By applying the last integral equa-
tion one can easily verify that the following theorem is valid.

Theorem 4.1. Suppose that conditions (C1)−(C7) are valid, inequalities (13) and

M̃Lω < 1 hold. Then, (1) admits a unique ω− periodic solution.

5. Almost periodic solutions. In this section we will continue study system (1),
assuming that all notations of the last section are valid. Concerning conditions
(C1) − (C13), we have to say that some of them are consequences of the almost
periodicity.

For f ∈ C0(R) (respectively C0(R×C×C) and τ ∈ R, a translation of f by τ is a
function Qτf = f(t+τ), t ∈ R ( respectively Qτf(t, φ, ψ) = f(t+τ, φ, ψ), (t, φ, ψ) ∈
R × C × C). A number τ ∈ R is called an ε− translation number of a functional
f ∈ C0(R) ( C0(R×C×C)) if ||Qτf −f || < ε for every t ∈ R ( (t, φ, ψ) ∈ R×C×C).
A set S ⊂ R is said to be relatively dense if there exists a number l > 0 such that
[a, a+ l] ∩ S 6= ∅ for all a ∈ R.

Definition 5.1 ([22]). A function (functional) f ∈ C0(R)(C0(R×C×C)) is said to be
almost periodic (almost periodic in t uniformly with respect to φ, ψ ∈ CH×CH , H >
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0,) if for every ε ∈ R, ε > 0, there exists a relatively dense set of ε− translation
numbers of f.

Denote by AP (R) (AP (R× CH × CH)) the set of all such functions.

Definition 5.2. A sequence ai, i ∈ Z, is almost periodic, if for any ε > 0 there
exists a relatively dense set of its ε−almost periods.

Let ζji = ζi+j − ζi, θji = θi+j − θi for all i and j. We call the family of sequences

{ζji }i, j ∈ Z, equipotentially almost periodic [5, 20, 25] if for an arbitrary positive
ε there exists a relatively dense set of ε−almost periods, common for all sequences
{ζji }i, j ∈ Z.

We assume that the following conditions are valid throughout this section:

(A1) A0, A1 ∈ AP (R);
(A2) f ∈ AP (R× CH × CH) for each H > 0;

(A3) sequences ζji , j ∈ Z, as well sequences θji , j ∈ Z, are equipotentially almost
periodic.

One can easily see that (A1) implies (C1). From condition (A3) it follows [5,
20, 25], that there exist positive numbers θ̄ and ζ̄ for (C5), and |θi|, |ζi| → ∞, as
|i| → ∞. Let us prove an auxiliary assertion.

Lemma 5.3. Let ω ∈ R be a common η− almost period of matrices A0(t), A1(t),

then there exists a function R(η) = KM̄eαθ̄

α η such that

‖Z(t+ ω, s+ ω)− Z(t, s)‖ < R(η)e−
α
2 (t−s), s ≤ t. (16)

Proof. Set W (t, s) = Z(t+ ω, s+ ω)− Z(t, s). Then

∂W

∂t
=A0(t)W (t, s) +A1(t)W (γ(t), s) + [A0(t+ ω)−A(t)]W (t+ ω, s+ ω)

+ [A1(t+ ω)−A(t)]W (γ(t) + ω, s+ ω).

Since W (s, s) = 0, from the last equation it follows that

W (t, s) =Z(t, s)

∫ ζi

s

X(s, u)[A0(u+ ω)−A(u)]W (u+ ω, s+ ω)

+A1(u+ ω)−A(u)]W (γ(u) + ω, s+ ω)] du

+

j−1∑
k=i

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, u)[A0(u+ ω)−A(u)]W (u+ ω, s+ ω)

+ [A1(u+ ω)−A(u)]W (γ(u) + ω, s+ ω)] du

+

∫ t

ζj

X(t, u)[A0(u+ ω)−A(u)]W (u+ ω, s+ ω)

+ [A1(u+ ω)−A(u)]W (γ(u) + ω, s+ ω)] du.
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Then, we have that

‖W (t, s)‖ ≤
∫ ζi

s

KM̄ηe−α(t−s−θ̄)du+

j−1∑
k=i

∫ ζk+1

ζk

KM̄ηe−α(t−s−θ̄)du

+

∫ t

ζj

KM̄ηe−α(t−s−θ̄)du

≤
∫ t

s

KM̄ηe−α(t−s−θ̄)du = KM̄ηe−α(t−s−θ̄)(t− s)

≤KM̄eαθ̄

α
ηe−

α
2 (t−s).

The lemma is proved.

The following assertion can be proved by the method of common almost periods
developed in [34] (see, also, [20, 25]).

Lemma 5.4 ([20]). Assume that f(t, φ, ψ), and ξj(t), j = 1, 2, . . . , k, are Bohr
almost periodic in t. Conditions (C11), (A3) are valid. Then, for arbitrary H, η >
0, 0 < ν < η, there exist a respectively dense set of real numbers Ω and integers Q,
such that for ω ∈ Ω, q ∈ Q, it is true that

1. ‖f(t+ ω, φ, ψ)− f(t, φ, ψ)‖ < η, for all φ, ψ ∈ CH ;
2. ‖ξj(t+ ω)− ξj(t)‖ < η, j = 1, 2, . . . , k, t ∈ R;
3. |ζqi − ω| < ν, i ∈ Z;
4. |θqi − ω| < ν, i ∈ Z.

Let us formulate the following assertion.

Theorem 5.5. Assume that conditions (A1) − (A3), (C3), (C4), (C6) − (C9), are
valid. Then, (1) admits a unique almost periodic solution. If, additionally, condi-
tions (C10)− (C13) are valid then the solution is exponentially stable.

Proof. It follows from Theorem 3.2 that (1) admits a unique bounded on R solution
u(t), which is exponentially stable. We shall show that it is an almost periodic
function. Consider the operator

Πy(t) ≡
∫ t

ζj

X(t, s)f(s, ys, yγ(s)) ds

+

j−1∑
k=−∞

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, ys, yγ(s)) ds, t ∈ [θj , θj+1],

again.
It is sufficient to verify that Πy(t) is almost periodic, if y(t) is. Fix positive

ε. Suppose that ω and q satisfy conditions of Lemma 5.4, such that ω is an η−
translation number for y. We assume that θj + η < t < θj+1 − η. Then, by Lemma
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5.4 one can obtain that t+ ω ∈ (θi, θi+1) and i = j + q. We have that

Πy(t+ ω)−Πy(t)

=

∫ t+ω

ζi

X(t+ ω, s)f(s, ys, yγ(s)) ds

+

i−1∑
k=−∞

Z(t+ ω, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, ys, yγ(s)) ds

−
∫ t

ζj

X(t, s)f(s, ys, yγ(s)) ds−
j−1∑

k=−∞

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, ys, yγ(s)) ds,

Transform the last expression to

Πy(t+ ω)−Πy(t) (17)

=

∫ t

ζi−ω
X(t+ ω, s+ ω)f(s+ ω, ys+ω, yγ(s+ω)) ds

+

j−1∑
k=−∞

Z(t+ ω, θk+1+q)

∫ ζk+1+q

ζk+q

X(θk+1+q, s)f(s, ys, yγ(s)) ds

−
∫ t

ζj

X(t, s)f(s, ys, yγ(s)) ds−
j−1∑

k=−∞

Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, ys, yγ(s)) ds

=

∫ ζj

ζj+q−ω
X(t+ ω, s+ ω)f(s+ ω, ys+ω, yγ(s+ω)) ds

+

∫ t

ζj

[X(t+ ω, s+ ω)f(s+ ω, ys+ω, yγ(s+ω))−X(t, s)f(s, ys, yγ(s))] ds

+

j−1∑
k=−∞

{Z(t+ ω, θk+1+q)

∫ ζk+1+q

ζk+q

X(θk+1+q, s)f(s, ys, yγ(s)) ds

− Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, ys, yγ(s)) ds}, (18)

where we assume, without lost of generality, that ζi − ω ≤ ζj . Let us begin with
estimation of the first integral in the last expression. We have that |ζi − ω − ζj | =
|ζj+q−ζj−ω| = |ζqj −ω| < ν < η. Now, because of the boundedness of the integrand,
one can find that

‖
∫ ζj

ζj+q−ω
X(t+ ω, s+ ω)f(s+ ω, ys+ω, yγ(s+ω)) ds‖ ≤ R0(η),

where R0(η)→ 0 as η → 0. For the second integral we have that,

‖X(t+ ω, s+ ω)f(s+ ω, ys+ω, yγ(s+ω))−X(t, s)f(s, ys, yγ(s))‖
≤‖X(t+ ω, s+ ω)−X(t, s)‖‖f(s+ ω, ys+ω, yγ(s+ω))‖

+ ‖X(t, s)‖‖f(s+ ω, ys+ω, yγ(s+ω))− f(s, ys, yγ(s))‖.

At first, let us observe that by “diagonal almost periodicity” of the fundamental
matrix of solutions, , Lemma 34 [25], it is true that ‖X(t + ω, s + ω) −X(t, s)‖ <
R1(η), where R1(η)→ 0 as η → 0.
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Next, we have that

‖f(s+ ω, ys+ω, yγ(s+ω))− f(s, ys, yγ(s))‖
≤‖f(s+ ω, ys+ω, yγ(s+ω))− f(s, ys+ω, yγ(s+ω))‖

+ ‖f(s, ys+ω, yγ(s+ω))− f(s, ys, yγ(s+ω))‖
+ ‖f(s, ys, yγ(s+ω))− f(s, ys, yγ(s))‖

Let us estimate the last three norms. The first one is less than η, since of the almost
periodicity of f in t. The second one is less than Lη, since of the almost periodicity
of y and the Lipschitz condition. To evaluate the last one, we use again Lemma
5.4, and consider ν > 0 so small such that |y(t′) − y(t′′)| < η, if |t′ − t′′| < ν.
Then we obtain that ‖yγ(t+ω) − yγ(t)‖ = ‖y(ζi+q + s)− y(ζi + s)‖ ≤ ‖y(ζi+q + s)−
y(ζi + ω + s)‖ + ‖y(ζi + ω + s) − y(ζi + s)‖ < 2η, for all t ∈ R, s ∈ [0, ω], since
|ζi+q − ζi − ω| < ν. Thus, the third norm is less than 2Lη. Now, from boundedness
of ‖f(s+ ω, ys+ω, yγ(s+ω))‖ and ‖X(t, s)‖ it implies that

‖X(t+ ω, s+ ω)f(s+ ω, ys+ω, yγ(s+ω))−X(t, s)f(s, ys, yγ(s))‖ ≤ R2(η),

and consequently the second integral in the norm is less than R2(η)θ̄, where R2(η)→
0, as η → 0.

Let us now estimate the sum in (17),

k=j−1∑
k=−∞

{Z(t+ ω, θk+1+q)

∫ ζk+1+q

ζk+q

X(θk+1+q, s)f(s, ys, yγ(s)) ds

−Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, ys, yγ(s)) ds}.

We fix k in the sum, and consider

‖Z(t+ ω, θk+1+q)

∫ ζk+1+q

ζk+q

X(θk+1+q, s)f(s, ys, yγ(s)) ds

− Z(t, θk+1)

∫ ζk+1

ζk

X(θk+1, s)f(s, ys, yγ(s)) ds‖

≤‖Z(t+ ω, θk+1+q)− Z(t, θk+1)‖‖
∫ ζk+1+q

ζk+q

X(θk+1+q, s)f(s, ys, yγ(s)) ds‖

+ ‖Z(t, θk+1)‖‖
∫ ζk+1+q

ζk+q

X(θk+1+q, s)f(s, ys, yγ(s)) ds

−
∫ ζk+1

ζk

X(θk+1, s)f(s, ys, yγ(s)) ds‖.

We have that

‖Z(t+ ω, θk+1+q)− Z(t, θk+1)‖
≤‖Z(t+ ω, θk+1+q)− Z(t+ ω, θk+1 + ω)‖+ ‖Z(t+ ω, θk+1 + ω)− Z(t, θk+1)‖.

Then

‖Z(t+ω, θk+1+q)− Z(t+ω, θk+1+ω)‖ ≤‖Z(t+ω, θk+1+q)‖‖I − Z(θk+1+q, θk+1+ω)‖

≤KR3(η)e−α(t+ω−θk+1+q),
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where R3(η)→ 0 as η → 0. Moreover,

‖Z(t+ ω, θk+1 + ω)− Z(t, θk+1)‖ ≤ R(η)e−
α
2 (t−θk+1),

since of Lemma 5.3.
Thus, it is true that

‖Z(t+ ω, θk+1+q)− Z(t, θk+1)‖ ≤ R4(η)e−
α
2 (t−θk+1).

There exist numbers ν1, ν2, |νj | < η, j = 1, 2, such that ζk+q+1 = ζk+1 +ω+ν2

and ζk+q = ζk+ω+ν1. Let us make the following transformations,∫ ζk+1+q

ζk+q

X(θk+1+q, s)f(s, ys, yγ(s)) ds−
∫ ζk+1

ζk

X(θk+1, s)f(s, ys, yγ(s)) ds

=

∫ ζk+ω

ζk+ω+ν1

X(θk+1+q, s)f(s, ys, yγ(s)) ds−
∫ ζk+1+ω

ζk+1+ω+ν2

X(θk+1+q, s)f(s, ys, yγ(s)) ds

+

∫ ζk+1

ζk

[X(θk+1+q, s+ ω)f(s+ ω, ys+ω, yγ(s+ω))−X(θk+1, s)f(s, ys, yγ(s))] ds

Apply to the last expressions discussion similar to that made above to obtain that

‖
∫ ζk+1+q

ζk+q

X(θk+1+q, s)f(s, ys, yγ(s))ds−
∫ ζk+1

ζk

X(θk+1, s)f(s, ys, yγ(s))ds‖ ≤ R5(η),

where R5(η)→ 0, as η → 0.

Write M̃ = supZ ‖
∫ ζk+1+q

ζk+q
X(θk+1+q, s)f(s, ys, yγ(s)) ds‖ <∞, and obtain that

‖Πy(t+ ω)−Πy(t)‖

≤R2(η)θ̄ +

j−1∑
k=−∞

{R4(η)M̃e−
α
2 (t−θk+1) +R5(η)Ke−α(t−θk+1)}

≤R0(η) +R2(η)θ̄ +R4(η)M̃
e
α
2 θ̄

1− e−
α
2 θ

+R5(η)K
eαθ̄

1− e−αθ
.

From the properties of functions Rj , it follows that if η sufficiently small, then

‖Πy(t+ ω)−Πy(t)‖ ≤ ε/2,

if θi+η < t < θi+1−η. Now, use uniform continuity of Πy, and take η so small that
‖Πy(t′)−Πy(t′′)‖ < ε/2, if |t′ − t′′| < η. Then ω is an ε−almost period of Πy(t).

The theorem is proved.

6. Examples.

Example 1. Let us give examples of the function f(t, xt, xγ(t)) in (1).

1.
m∑
j=1

Aj(t)x(t− τj) +

k∑
i=1

Bi(t)x(γ(t)− ωj),

where τj and ωi are fixed positive numbers. The linear function is with con-
stant delays and alternate constancy of argument;
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2.
m∑
j=1

Aj(t)x(t− τj(t)) +

k∑
i=1

Bi(t)x(γ(t)− ωj(t)),

where τj(t) and ωi(t) are fixed bounded positive functions. This linear func-
tion is with variable delays and alternate constancy of argument;

3. ∫ 0

−τ
K(s, x(t+ s))ds+

∫ 0

−γ(t)

L(s, x(β(t) + s))ds.

The function is with bounded distributed delay and constancy of argument is
of two types, alternate and retarded.

4. ∫ 0

−∞
K(s, x(t+ s))ds+

∫ 0

−∞
L(s, x(β(t) + s))ds.

The function is with unbounded distributed delay and retarded constancy of
argument.

One can easily see that the Lipschitz condition is valid for the last examples,
if coefficient-functions Aj and Bi are bounded, and functions K and L are Lips-
chitzian. Finally, one can remark that functions of the form f(t, x(t), x(γ(t))) are
also particular case of the functional f(t, xt, xγ(t)).

Example 2. Consider the system

z′(t) = A0z(t) +A1z(γ(t)) + f(t, zt, zγ(t)), (19)

where z =

(
z1

z2

)
, and A0 =

(
0 0
0 a

)
, A1 =

(
k 0
0 0

)
.

We find that X(t, s) =

(
1 0
0 ea(t−s)

)
, and

Mi(θi) =

(
1 + k(θi − ζi) 0

0 ea(θi−ζi)

)
,

Mi−1(θi) =

(
1 + k(θi − ζi−1) 0

0 ea(θi−ζi−1)

)
, i ∈ Z.

Next, we have that

G = M−1
i (θi)Mi−1(θi) =

(
1+k(θi−ζi−1)
1+k(θi−ζi) 0

0 ea(ζi−ζi−1)

)
.

From (5), it implies that the zero solution of (3) is uniformly exponentially stable,
if

sup
i
|1 + k(θi − ζi−1)

1 + k(θi − ζi)
| < 1, sup

i
ea(ζi−ζi−1) < 1.

Assume that the last two inequalities are correct. Then system (19) admits
uniformly asymptotically stable bounded, periodic or almost periodic solution, if the
Lipschitz constant is sufficiently small and sequences θ, ζ and functional f satisfy
appropriate properties of periodicity and almost periodicity mentioned for Theorems
3.2 to 4.1.

Let us discuss more specific cases. Assume, first, that θi = ζi = i, i ∈ Z. Then
matrix

G =

(
1 + k 0

0 ea

)
, i ∈ Z.
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Denote by ρj , j = 1, 2, eigenvalues of matrix G. They are multipliers of system
(19). From (5), it implies that the zero solution of (3) is exponentially stable,
if and only if absolute values of both multiplies less than one. Easy to see that
|ρ1| = |1 + k|, |ρ2| = ea, and sufficient conditions for uniform asymptotic stability
of the bounded solution are a < 0,−2 < k < 0.

Now, suppose that the piecewise constant argument is advanced, θi+1 = ζi = i+1.
This time ρ1 = (1− k)−1, ρ2 = ea, and sufficient conditions for asymptotic stability
are a < 0, k > 0 or k < −2.

Acknowledgments. The author wishes to express his sincere gratitude to the
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