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ABSTRACT

Digital waveguide meshes provide a computationally simple physical modelling approach for simulating wave propagation inside enclosures such as rooms. A digital waveguide mesh allows access both to the pressure values at scattering junctions and to the incoming and outgoing wave variables at those junctions. It is thus possible to access both the pressure and the velocity components of the simulated sound field. This paper proposes a simple method to excite a digital waveguide mesh with outgoing wave variables at the scattering junctions to simulate sound propagation from directional sources. Two examples are given for the 2D digital waveguide mesh to demonstrate the utility of the method.

1. INTRODUCTION

Acoustical models of rooms have important uses not only for testing the feasibility or usefulness of acoustical designs for architectural considerations, but also for the purpose of realistic auralisation in virtual and augmented reality systems, and advanced telecommunication applications [1]. There are three main groups of such models: wave-based models, geometrical models, and statistical models. The first two groups are widely used in practical auralisation applications [2].

Wave-based methods provide numerical solutions of the wave equation. The room response at any given position can be obtained up to the level of approximation provided by the respective model. Among these numerical solvers, finite and boundary element methods (FEM and BEM) operate in the frequency domain. Similarly, finite difference time domain (FDTD), digital waveguide models (DWG) and other similar models provide temporal solutions of the wave equation. The advantage of these methods is that, they provide a discrete time and discrete space solution of the wave equation. Therefore, simulation of wave related phenomena (such as diffraction, occlusion etc.) requires no additional computational effort.

All real sound sources (e.g. human mouth [3, 4], musical instruments [5] etc.) radiate sound unevenly towards different directions and for different frequencies. It is therefore essential to include the source directivity in the acoustical model in order to simulate real sound sources better. With geometrical methods such as the image-source method [6], special directional filters are designed for a finite number of sampled solid angles and the direct sound and the early reflections are filtered with those to obtain an approximation to source directivity [7], or as with ray tracing [8] the distribution of rays emitted may be selected accordingly.

Two methods to simulate directive sources in DWG meshes are proposed in this paper: (1) When an analytic source directivity function exists for the source the directive velocity potential concept is used to obtain a velocity field with which the DWG mesh is initialised, and (2) when an empirical directivity function of a source is available, with which the intermediate velocity field is directly weighted.

This paper is organised as follows. Section 2 provides a brief summary of digital waveguide mesh models. Section 3 reviews source directivity, shows the relation between different acoustical parameters for a directive source, and presents the method proposed with room acoustics simulations based on DWG mesh models. Section 4 presents simulation results for two different directive sources using the proposed method.
2. DIGITAL WAVEGUIDE MESH MODELLING

Digital waveguides (DWG) are a family of very simple, first-order finite-difference solvers for the wave equation in the time domain. DWGs have successfully been used in a number of acoustical modelling problems such as the modelling of the vocal tract [9], vibrating strings [10, 11], drum membranes [12], and room acoustics [13].

2.1 Junction equations

A digital waveguide mesh is composed of scattering junctions (i.e. nodes), bidirectional delays, and boundary elements. Each scattering junction \((S_{x,y})\) is connected to a number of other junctions with the bidirectional delays over their input and output ports. Pressure values at each port \((p_{ij})\) and the junction pressure \((p_i)\) are equal to each other, and the sum of all port particle velocities \((v_{ij})\) of the given junction is zero. For an \(N\)-port junction this amounts to:

\[
p_{J,1} = p_{J,2} = \cdots = p_{J,N} = p_J, \tag{1}
\]

\[
\sum_{i=1}^{N} v_{ij} = 0 \tag{2}
\]

The flow variables (i.e. corresponding to fluid velocity) at port \(i\), \(v_{ij}\), is defined as:

\[
v_{ij} = Y_i (p^*_{ij} - p_{ij}) \tag{3}
\]

where \(p^*_{ij}\) and \(p_{ij}\) are the incident and reflected pressure wave variables at the port \(i\) respectively, and \(Y_i\) is the port admittance [14].

2.2 2D Rectilinear DWG

Although a 3D model is necessary for simulating wave propagation inside enclosures, it has been shown that a 2D model can also be used to demonstrate basic wave propagation on a particular plane [15, 16]. There are only three regular discretisation strategies for a plane. These are triangular, hexagonal, and rectilinear sampling. All of these discretisation strategies cause direction-dependent dispersion, rectilinear sampling being the less accurate option [17]. However, rectilinear sampling has a particular advantage in the sense that the junctions are more intuitively positioned for post-processing, and that the computational complexity is lower as it requires no multiplications. Further, the direction-dependent dispersion that is the major undesirable consequence of using rectilinear meshes may be mitigated by the use of interpolated DWG meshes [18].

In a rectilinearly sampled 2D mesh, each node has four ports. A given port can be named geographically as N, S, E, or W depending on its relative orientation in the mesh (see Fig. 1). A two-step iteration scheme is used for obtaining the junction pressures at a given sample time, \(n\). The junction pressure, and outgoing wave variables are calculated as:

\[
p_{J,x,y}(n) = \frac{1}{2} \left[ p_{N,x,y}(n) + p_{E,x,y}(n) + p_{S,x,y}(n) + p_{W,x,y}(n) \right] \tag{4}
\]

\[
p_{N,x,y}(n) = p_{J,x,y}(n) - p^+_{N,x,y}(n), \tag{5}
\]

\[
p_{S,x,y}(n) = p_{J,x,y}(n) - p^+_{S,x,y}(n), \tag{6}
\]

\[
p_{E,x,y}(n) = p_{J,x,y}(n) - p^+_{E,x,y}(n), \tag{7}
\]

\[
p_{W,x,y}(n) = p_{J,x,y}(n) - p^+_{W,x,y}(n), \tag{8}
\]

The incident wave variables of neighbouring junctions of a given junction are simply delayed versions of the outgoing wave variables of that junction:

\[
p_{N,x,y-1}(n+T) = p_{S,x,y}(n), \tag{9}
\]

\[
p_{S,x,y+1}(n+T) = p_{N,x,y}(n), \tag{10}
\]

\[
p_{E,x-1,y}(n+T) = p_{W,x,y}(n), \tag{11}
\]

\[
p_{W,x+1,y}(n+T) = p_{E,x,y}(n). \tag{12}
\]
where the temporal sampling period, \( T \), is the delay element between junctions.

The calculation of the junction pressure requires four additions and a single left shift operation (i.e. multiplication by \( \frac{1}{2} \)). The rectilinear DWG mesh is computationally cheap. In addition, the junction positions conveniently coincide with discrete Cartesian coordinates making it easier to use simple analyses and post-processing on the obtained data.

In a simple practical implementation, the iteration explained above is carried out in two consecutive stages:

- **Scattering** is the process carried out in Eqs. 4 and 5-8 by calculating the outgoing wave variables by scattering the incoming wave variables. It is possible to skip the calculation of the junction pressure in Eq. 4 and use a matrix multiplication instead for obtaining the outgoing wave variables directly from incident wave variables [14].

- **Propagation** is the shifting of outgoing wave variables within the DWG mesh as shown in Eqs. 9-12 to obtain the incident wave variables for the next iteration.

### 3. MODELLING SOURCE DIRECTIVITY

#### 3.1. Definition of source directivity

The source directivity, \( \Gamma_s(\theta, \phi) \), is intimately related to the radiation pattern of a source, \( J(\theta, \phi) \), defined as the acoustic power radiated per unit solid angle [19].

The instantaneous intensity of the sound field in the radial direction is defined as \( I = p v \), where \( p \) is the pressure and \( v \) is the velocity component of the sound field. The average intensity at a distance, \( r \), is defined as:

\[
I(r, \theta, \phi) = \frac{J(\theta, \phi)}{r^2} |u_r|, \quad \text{(13)}
\]

\[
= \frac{1}{\Delta T} \int_{\theta_0}^{\theta_0 + \Delta T} J(r, \theta, \phi, t) \cdot u_r \, dt. \quad \text{(14)}
\]

Then, the radiation pattern of the source, \( J(\theta, \phi) \), can be expressed as:

\[
J(\theta, \phi) = \frac{r^2}{\Delta T} \int_{\theta_0}^{\theta_0 + \Delta T} p v \cdot u_r \, dt. \quad \text{(15)}
\]

Let us consider the velocity potential, \( \Phi \), from which the pressure and velocity parameters can be derived, such that:

\[
\mathbf{v} = \nabla \Phi, \quad p = -\rho \frac{\partial \Phi}{\partial t}, \quad \text{(16)}
\]

where \( \rho \) represents the density, and \( \nabla \) denotes the gradient operator.

The velocity potential for an omnidirectional spherically symmetric source is \( \Phi_o(r, t) = -\frac{F(t - c^{-1}r)}{\rho r} \), where \( F \) is an arbitrary function of \( t - c^{-1}r \). It is possible to express omnidirectional velocity and the pressure components as [19]:

\[
v_o(r, t) = \left[ \frac{p_o(r, t)}{c \rho r} + \frac{F(t - c^{-1}r)}{\rho r^2} \right] u_r, \quad \text{(17)}
\]

\[
p_o(r, t) = \frac{1}{r} \frac{\partial}{\partial t} F(t - c^{-1}r). \quad \text{(18)}
\]

The second term on the r.h.s. of Eq. 17 is inversely proportional to the square of distance from the source and is negligible in the far-field. The radiation pattern in the far-field for an omnidirectional source can thus be defined as:

\[
J_o = \frac{1}{rc \Delta T} \int_{\theta_0}^{\theta_0 + \Delta T} f^2(t - c^{-1}r) \, dt, \quad \text{(19)}
\]

where \( f(t) = dF(t)/dt \). The omnidirectional radiation pattern, \( J_o \), is constant across \( \theta \) and \( \phi \) as the source has equal intensity for all directions.

Let us define a directional velocity potential, \( \Phi_d(r, \theta, \phi, t) \), as the omnidirectional velocity potential, \( \Phi_o(r, t) \), weighted by the directivity function, \( \Gamma_s \), such that:

\[
\Phi_d(r, \theta, \phi, t) = \Gamma_s(\theta, \phi) \Phi_o(r, t). \quad \text{(20)}
\]

At an observation point in the far-field and with the constant vorticity assumption [19], the directional velocity and pressure components can be expressed as:

\[
v_d(r, \theta, \phi, t) = \Gamma_s(\theta, \phi) v_o(r, t) \quad \text{(21)}
\]

\[
p_d(r, \theta, \phi, t) = \Gamma_s(\theta, \phi) p_o(r, t) \quad \text{(22)}
\]

Then, the radiation pattern as measured in the far-field for the directive source is:

\[
J_d(\theta, \phi) = \left| \Gamma_s(\theta, \phi) \right|^2 J_o. \quad \text{(23)}
\]

Using the concept of secondary sources on the wavefront, following the Huygens’ principle and the
Kirchhoff–Helmholtz integral, it may be suggested from Eqs. 21 and 22 that, if the omnidirectional velocity field or pressure field and the source directivity function in the far-field at the time \( t = c^{-1}R_f \) are known, the directive response of the source can be obtained for \( t \geq c^{-1}R_f \).

Following the discussion on the far-field component it is possible to define two different directivity functions. Analytic directivity function refers to the directivity function mathematically defined at the source location. Empirical directivity function in contrast, is a source directivity function measured at a distance and is thus considered to be free from the contribution of the near-field components.

The discussion above has two important results which will be discussed further in the following section:

1. If an analytic directivity function is given for a directional source, it is possible to excite the model using the velocity field derived from an omnidirectional velocity potential by directional weighting to simulate the directional wave propagation associated with the source.

2. If an empirical directivity function for directional source measured at a given distance in the far-field exists, it may be used to obtain a directional velocity vector field to simulate wave propagation for distances greater than or equal to the measurement distance.

### 3.2 Source directivity on 2D DWG mesh

As mentioned above, directivity functions are classified into two groups in this paper as analytic and empirical directivity functions. It is possible to use analytical directivity functions to weight the initial velocity field directly for designating the directional source to excite the DWG mesh with. The empirical directivity functions are valid only at the distance at which the measurement is made. Therefore, sources with known analytical and empirical directivity functions require two different modelling strategies.

#### 3.2.1 Analytic directivity functions

The analytic directivity function can be used for directionally weighting the source volume velocity distribution at the initial excitation stage of the DWG.

While obtaining the impulse response of a modelled virtual room, DGW meshes are usually excited with a low-pass filtered spatial impulse by setting the junction pressures in such a way that the pressure values are symmetrically distributed around a central excitation point. After setting the initial junction pressure distribution, the iteration is started with the scattering step. If all the incoming wave variables are set to zero, the outgoing wave variables are all equal to the initial junction pressure (see Eqs. 5-8), effectively setting each junction as an individual omnidirectional source. This allows for a low-pass filtered omnidirectional impulse to be positioned at the excitation point. If a source directivity other than omnidirectional is required, both the junction pressures and the incident wave variables at each junction have to be initialised. However, this may not be suitable for some practical applications as the outgoing wave variables may also be calculated by multiplying a scattering matrix with input wave variables without calculating the junction pressures at all [14].

Therefore, instead of setting both the junction pressures and the incident wave variables, the outgoing wave variables are initialised and the iteration is started with the propagation step instead of the scattering pass. The following strategy is proposed:

1. A bandlimited excitation pulse is selected as the omnidirectional velocity potential. A suitable candidate is symmetric bivariate Gaussian function weighted with the inverse of the density, \( \rho^{-1} \), expressed in the Cartesian coordinates as:

\[
\Phi_o(x, \mu, 0) = -\frac{1}{2\rho \pi \sigma^2} e^{-\left[\left(x-\mu_x\right)^2 + \left(y-\mu_y\right)^2\right]/\sigma^2},
\]

where \( \sigma_x^2 = \sigma_y^2 = \sigma^2 \) and \( \sigma_{xy}^2 = 0 \). Note that, in order to designate \( \Phi \) as the initial velocity potential for a sound source, its sign is set to be negative.

2. The \( x \) and \( y \) components of the initial omnidirectional velocity, \( v_o(x) = v_x u_x + v_y u_y \), at a given position \( x = (x, y) \) can then be calculated from Eq. 16 with a change of coordinates from polar to Cartesian as:

\[
v_x = \frac{x - \mu_x}{\rho \pi \sigma^4} e^{-\left[\left(x-\mu_x\right)^2 + \left(y-\mu_y\right)^2\right]/\sigma^2},
\]

\[
v_y = \frac{y - \mu_y}{\rho \pi \sigma^4} e^{-\left[\left(x-\mu_x\right)^2 + \left(y-\mu_y\right)^2\right]/\sigma^2},
\]

3. As 2D DWG meshes are considered for the purpose of this paper, the directivity function is a function of
the azimuth angle, θ, only. For a known directivity function \( \Gamma_s(\theta) \), at a given position, \( \mathbf{x} \), with an arbitrary rotation angle \( \vartheta \), the directive velocity vector is obtained as:

\[
v(\mathbf{x}, 0) = \Gamma_s(\theta - \vartheta) \begin{bmatrix} v_{n,x} & v_{o,y} \end{bmatrix},
\]

where \( \theta = \tan^{-1}(\frac{y - \mu_y}{x - \mu_x}) \) (see Fig. 2). It is thus shown that the velocity values at a given scattering junction can be calculated from the selected velocity potential and directivity functions.

4. If the incoming pressure variables for each junction are set to zero, the velocity variables at each port can be defined as:

\[
v_N(\mathbf{x}, 0) = Y \rho_{N,x,y}(0),
\]

\[
v_S(\mathbf{x}, 0) = Y \rho_{S,x,y}(0),
\]

\[
v_E(\mathbf{x}, 0) = Y \rho_{E,x,y}(0),
\]

\[
v_W(\mathbf{x}, 0) = Y \rho_{W,x,y}(0),
\]

where \( Y \) is the common port admittance. In the original formulation of DWG networks a single velocity variable at a junction is not defined. Therefore we define the \( x \) and \( y \) components of the junction velocity at a given sample time \( n \) as:

\[
v_x(\mathbf{x}, n) = v_E(\mathbf{x}, n) - v_W(\mathbf{x}, n),
\]

\[
v_y(\mathbf{x}, n) = v_N(\mathbf{x}, n) - v_S(\mathbf{x}, n),
\]

consistent with the Cartesian coordinate system. At the initialisation stage these components are:

\[
v_x(\mathbf{x}, 0) = Y \left[ \rho_{E,x,y}(0) - \rho_{W,x,y}(0) \right],
\]

\[
v_y(\mathbf{x}, 0) = Y \left[ \rho_{N,x,y}(0) - \rho_{S,x,y}(0) \right],
\]

The following selection is made for convenience: In quadrant I, \( \rho_{S,x,y}(0) = \rho_{W,x,y}(0) = 0 \), in quadrant II, \( \rho_{S,x,y}(0) = \rho_{E,x,y}(0) = 0 \), in quadrant III, \( \rho_{N,x,y}(0) = \rho_{E,x,y}(0) = 0 \), and finally in quadrant IV, \( \rho_{N,x,y}(0) = \rho_{W,x,y}(0) = 0 \).

Therefore, when the outgoing wave variables are initialised accordingly by using the velocity values obtained from the gradient of the selected velocity potential function, the room impulse response obtained at a given point is that of an excitation by the directive source.

3.2.2. Empirical directivity functions

Far-field directivity functions are usually measured at different angular positions at a fixed distance, \( R_f \gg \lambda \), from the sound source in the far-field, where \( \lambda \) is the wavelength. As an example, loudspeaker directivity functions are typically measured at 1 to 2 meters away from the loudspeaker. The directivity of the sound field in the DWG mesh must be equal to the measured directivity function at the mesh distance corresponding to the actual measurement distance. The following strategy is proposed:

1. The DWG mesh is first excited with an omnidirectional source. A number of iterations are carried out until the wavefront arrives at the desired measurement position. The wave speed in the 2D rectilinear mesh is defined as:

\[
\gamma = c / \sqrt{2},
\]

where \( c \) is the speed of sound (i.e. \( c = 344 \text{ m/s} \)). The number of iterations after the excitation moment for the wave to travel a distance of \( R_f \) is then:

\[
N_f = \left[ \frac{R_f f_s}{\gamma} \right] = \left[ \frac{R_f f_s \sqrt{2}}{c} \right],
\]

where \( f_s \) is the temporal sampling rate (i.e. update frequency) of the mesh.
2. The outgoing wave variables of the model \( p_{N,x,y}^s(N_l - 1) \), \( p_{S,x,y}^s(N_l - 1) \), and \( p_{W,x,y}^s(N_l - 1) \) with omnidirectional excitation are obtained at the iteration index, \( N_l - 1 \), and weighted with the empirical directivity function, \( \Gamma_s(\theta - \vartheta) \) such that:

\[
\hat{p}_{N,x,y}^s(N_l - 1) = \Gamma_s(\theta - \vartheta) p_{N,x,y}^s(N_l - 1), \\
\hat{p}_{S,x,y}^s(N_l - 1) = \Gamma_s(\theta - \vartheta) p_{S,x,y}^s(N_l - 1), \\
\hat{p}_{W,x,y}^s(N_l - 1) = \Gamma_s(\theta - \vartheta) p_{W,x,y}^s(N_l - 1),
\]

where \( \theta \) and \( \vartheta \) are as previously defined. This operation is equivalent to weighting the velocity component of the sound field as in Eq. 27.

3. The obtained directional outgoing wave variables are used to excite the DWG mesh at the next iteration step, \( N_l \). Therefore the empirical directivity function can be observed beginning with the iteration \( N_l \).

It should be noted that the method proposed for the far-field directivity function does not allow the simulation of source directivity before the iteration step, \( N_l \).

4. EXAMPLES

In this section, source directivities for a dipole source and a generic loudspeaker are simulated. For all cases a 900-by-512 rectilinear DWG mesh is used. The boundaries (i.e. walls) of the DWG mesh have a small absorption coefficient, \( \alpha \approx 0.12 \), and cause phase reversing reflections.

The mesh is excited at the point, \( \mu = (260, 256) \) using the velocity vectors obtained from the velocity potential function as described before. The velocity potential function was a bivariate Gaussian with zero covariance terms and the same standard deviation for both variates, \( \sigma = 5 \) samples. Depending on the type of the source (i.e. analytic or empirical), one of the proposed methods was used for exciting the mesh with a given source directivity function. In order to demonstrate the wave propagation at different iterations, the pressure values on the mesh at the 200, 300, 400, 500, and 600 iteration steps are superimposed in the figures. Figure 3 shows the usual omnidirectional wave propagation pattern at the same iteration steps to allow comparison with the examples that follow.

Fig. 3: 2D DWG mesh excited with omnidirectional source.

4.1. Dipole source

A dipole source has a bidirectional (i.e. figure-of-eight) radiation pattern, with the directivity function defined as:

\[
\Gamma_s(\theta - \vartheta) = \cos(\theta - \vartheta).
\]

Linear combinations of dipole point sources and monopole point sources can be used to express many different source directivities. A loudspeaker on an open-back baffle is a real-life example to a dipole source. Here, dipole directivity function is considered to be analytically defined.

Figure 4(a) shows the dipole directivity function for \( \vartheta = 0 \). Figure 4(b) shows the wave propagation on the DWG mesh excited using the proposed method for analytic directivity functions. It may be observed that wave propagation is bidirectional in the \( \pm x \) direction and that the wave propagation in \( -\lambda \) direction has inverted phase (i.e. light color represents negative amplitude and vice versa). The nulls of the directivity function along the \( \pm y \) direction may also be observed.

4.2. A generic loudspeaker

Directivity functions of real sources are generally measured in octave and \( \frac{1}{4} \)-octave bands with a limited angular resolution in the horizontal and vertical planes and interpolated to other angles.

The directivity function used in this example belongs to a generic passive loudspeaker highly directive towards the front direction, measured on the horizontal plane at 1 m distance with 5° intervals in the \( \frac{1}{4} \)-octave band with \( f_c = 2 \)kHz. A 13\textsuperscript{th} order polynomial of cosine functions was fit \( (r^2 = 0.99) \) to the raw directivity data obtained from a CLF (Common Loudspeaker Format) file [20].
Two simple methods to simulate room impulse responses in DWG meshes, excited by sources with known (i.e. analytic) or measured (i.e. empirical) source directivity functions have been presented in this paper.

Figure 5(a) shows the fitted directivity function. The directivity function of the loudspeaker is empirical. Therefore the model was iterated up to 180 iterations (i.e. ~ 1 m) before the directional weighting is applied. Figure 5(b) shows the wave propagation on the DWG mesh for the pulse train. The dotted circle shows the distance at which the directivity function measurement was made. It may be observed that, as the directivity function provides around 20 – 30 dB attenuation in the back side the wave propagation is strongly directional in the +x direction.

5. DISCUSSION AND CONCLUSIONS

The first method pertaining to the simulation of sources with analytic directivity functions is derived from the basic physical notion of velocity potential and are based on the selection of a suitable velocity potential function and obtaining the velocity component of the sound field using the directionally weighted gradient of that function. The resulting velocity vectors are then used to initialise the outgoing wave variables in the DWG mesh which requires starting the DWG iteration not from the scattering, but from the propagation step rather than the scattering pass.

The second method pertaining to the simulation of sources with empirical directivity functions is based on the weighting of the intermediate values of the velocity vectors at a given iteration step corresponding to the

**Fig. 4:** (a) The directivity function of a dipole source, and (b) 2D DWG mesh excited with a simulated dipole source.

**Fig. 5:** (a) The directivity function of a generic loudspeaker, and (b) 2D DWG mesh excited with the generic loudspeaker.
measurement distance on the DWG mesh.

Two examples have been provided of a 2D DWG mesh demonstrating the utility of the proposed method. The first example is the simulation of the directivity of a dipole (i.e. bidirectional) source, and the second example is the simulation of the directivity of a generic loudspeaker. Although the examples were given for a 2D DWG mesh, the method is easily applicable to 3D DWG meshes modelling 3D wave propagation in rooms.

It should be noted that the method proposed for empirical directivity functions is only valid for the impulsive excitation of the DWG mesh and not for an analytical excitation signal which is not concentrated in time. This is due to the fact that for such continuous signals the direct wave front and the reflections will be present in the sound field which is being weighted. This is in contrast with the assumption that the sound field in travelling direction of the wavefront should be undisturbed.

Direction dependent dispersion is an inherent problem with rectilinearly sampled waveguide meshes. It is especially important as the directional properties of the source is being simulated. One of several existing methods can be applied in order to reduce directional dispersion in rectilinearly sampled DWG meshes to achieve better results [21, 22]. The proposed method which only depend on the spatial distribution of the wavefront and which are independent of frequency are compatible with such methods.
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