
Efficient Methods of Clutter Suppression for
Coexisting Land and Weather Clutter Systems

The removal of coexisting land and weather clutter signals

is a common problem in many radar applications. Although

the optimal method for land-weather clutter suppression is

known, it is usually not amenable to implementation due to

computation and storage limitations of the processor. We propose

an alternative method that employs low rank approximations

on weather clutter correlation matrix to obtain detectors which

are feasible to implement. The performance of the proposed

method is compared with the optimal detector and some other

detectors used for this task to illustrate the trade-off between

the improvement factor gain and the computational, storage

requirements.

I. INTRODUCTION

We consider the problem of clutter cancellation
for pulsed Doppler radar systems. The conventional
clutter cancellation problem studies the cancellation of
a single component clutter. This problem has been
studied in depth and various methods have been
proposed [1—4]. The problem of clutter cancellation
when the clutter is due to two sources, such as
coexisting land and weather systems, has not been
explored in as much detail as the conventional
problem. In this paper, we present a novel method for
joint land-weather clutter cancellation and compare
its performance with the optimal and some other
alternative methods.
The problem of coexisting land and weather

clutter frequently occurs in the over-the-horizon radar
systems [5—8]. For such systems, the return from a
desired target is contaminated by the returns from
both a land system having zero Doppler frequency
and a weather system having a non-zero Doppler
frequency. In particular, the surveillance operation
in rainy and foggy conditions can be severely
compromised by the weather clutter unless measures
are taken [9].
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The land clutter cancellation problem is well
studied in the literature. Moving target indicator
(MTI) and Doppler processing techniques with
discrete Fourier transform (DFT) banks or optimized
filterbanks have been studied in depth along with
the optimal clutter autocovariance-based approaches
[2, 3]. On the other hand, there has been less
elaboration of weather clutter cancellation. In [10],
a simple MTI operation, whose null is at the Doppler
frequency of weather clutter, is suggested to suppress
the weather clutter. In some applications, a window
function is utilized to suppress the leakage of weather
clutter with the center Doppler frequency fw to
the neighboring Doppler frequencies. In [11] a
comparison is given to illustrate the performance
of the mentioned MTI-based systems for weather
clutter cancellation with the optimal canceller. In
[11] it has been noted that the clutter suppression
performance of MTI-based systems can be sufficient
under some scenarios and but in general a filter bank
with optimized filters is required for an acceptable
operation. A difficulty in the optimization of the
moving target detector (MTD) filters is the large
number of degrees of freedom such as weather clutter
power level, its central Doppler frequency, land
clutter power and the distance between the Doppler
frequency of interest (look Doppler) and the central
frequency of the weather clutter.
Four generations of MTD filters have been

developed. MTD-I uses simple Doppler processing.
MTD-II and MTD-III can provide higher
improvement factor gains but require a careful control
on pulse train lengths to realize this gain [12, 13].
MTD-IV has been used in airport surveillance radar
systems [14]. MTD filters are specially designed
narrowband filters with extremely low sidelobes to
suppress clutter. MTD filters can be considered as
ad-hoc solutions to the clutter suppression problem.
The suitability of an MTD filter to a scenario requires
the matching of actual clutter powers and the center
Doppler frequency of the weather system to the
design specifications. In [15] MTD filters that can be
adjusted for three different levels of land clutter power
with extremely low sidelobes have been constructed.
Their performance has been examined in [11]. MTD
filters using time-frequency distributions have been
proposed [16]. Recently MTD filters using fractional
correlation [17] and using neural networks have been
suggested [18]. A brief history of MTD filters written
by one of the pioneers of the field can be found in
[19].
In this paper a suboptimal method performing

sufficiently close to the optimal solution is developed
with a realizable computational complexity. Different
from MTD filters, the proposed method does not
require a filter design approach but it is based
on an approximation to the optimal method.
Therefore the proposed method does not require a
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scenario-dependent optimization procedure for the
calculation of filter coefficients. The proposed method
is in principle similar to the rank-reduction techniques
applied in space-time adaptive processing [20]. Here
we use rank-reduction techniques to achieve an
operating point in the trade-off between performance,
computational complexity, and storage requirements.
The paper is organized as follows. In Section II

we describe the problem, the clutter models, and
the optimal solution. In Section III we describe
the MTI approach, whitening approach, and the
proposed approximations to the optimal method. In
Section IV we present numerical comparisons under
various operational scenarios after which the paper is
concluded.

II. PROBLEM DESCRIPTION

A train of N pulses are used to detect the presence
of a target in a range cell. The received vector r is
assumed to contain the I/Q samples of the signal
represented with the complex baseband representation:

r= ®s+
p
Elcl+

p
Ewcw+

p
Non: (1)

In (1), the vector s is the desired signal denoting the
return from the target and the vectors cl and cw are
statistically independent clutter return vectors due to
land and weather systems. The vector n represents the
effect of thermal noise. The signal s is the Doppler
steering vector where its coefficient ® is a complex
random variable. The clutter terms are assumed to
be the samples of wide-sense stationary process
whose autocorrelation is given below. The entries of
n are independent identically distributed, circularly
symmetric, complex Gaussian random variables
with zero mean and unit variance. The parameters
®,El,Ew,No are scalars to represent the power of each
term.
The vector s is assumed to be a deterministic

quantity in the form [1 ° °2 : : :°N¡1] where ° =
e¡j2¼ft=PRF (PRF is pulse-repetition frequency). The
parameter ft corresponds to the Doppler frequency
of the target (in Hertz). The goal is to detect the
deterministic signal, which is the complex exponential
vector, in the presence of random disturbance due to
clutter and thermal noise.
As in [10] and [11], the autocorrelation of land

clutter and weather clutter vectors cl,cw are assumed
to be in the form

rc(k) = ½
k2e¡j2¼fwk=PRF: (2)

In (2), fw is the Doppler frequency (in Hertz) of the
clutter object. For land clutter fw is equal to zero,
whereas fw is proportional to the radial velocity of
the weather clutter. In this paper, we continue with the
assumption of [10] and [11] that the weather and land

clutter have the same type of autocorrelation function
but with different Doppler frequencies.
Under these conditions, the input

signal-to-interference and noise ratio (SINR) for each
received sample becomes SINRin = j®j2=(El+Ec+
No). The goal of MTI or Doppler processing is to
increase the SINR by jointly processing N samples
of vector r.
A linear combination of the received samples can

be expressed as wHr, where w is a linear combination
vector of length N. After linear combination, SINR at
the output becomes

SINRout = j®j2w
HssHw
wHRw

(3)

where the matrix R denotes the autocorrelation matrix
of the clutter and thermal noise terms. More explicitly,
the ith row and kth column of the matrix R is

R(i,k) = Elrl(i¡ k) +Ewrw(i¡ k) +No±(i¡ k) (4)

where the terms rl and rw refer to land and weather
clutter autocorrelations whose definitions are given in
(2).
When s is a deterministic parameter, all the

components of SINRout in (3) are deterministic,
and therefore the vector w maximizing the ratio in
(3) is the generalized eigenvector of matrix R and
rank-1 matrix ssH. The optimal vector is given by
wopt =R

¡1s, [21]. The optimal weight vector can be
written as follows:

wopt =R
¡1s

= (ElRl+EwDfwRlD
H
fw| {z }

Rw

+NoI)
¡1s

=
1
No

μ
El
No
Rl+

Ew
No
DfwRlD

H
fw
+ I
¶¡1

s: (5)

In (5), the matrix Rl denotes the normalized
autocorrelation matrix for land clutter. The weather
clutter matrix Rw is represented in terms of Rl through
prior and posterior multiplication by Dfw after (2).
The matrix Dfw is a diagonal matrix with entries
f1, °, °2, : : : ,°N¡1g and ° = e¡j2¼fw=PRF.
We note that the land clutter correlation matrix

and weather clutter correlation matrix are similarity
transformations of each other. Therefore both matrices
have the same eigenvalues [22]. We denote the
eigendecomposition of the land clutter correlation
matrix as Rl = E¤E

H where E is the matrix whose
columns are composed of the eigenvectors of Rl and
¤ is a diagonal matrix with associated eigenvalues on
the diagonal. Using the eigendecomposition in (5),
one can find

wopt =
1
No

μ
El
No
E¤EH +

Ew
No
(DfwE)¤(DfwE)

H + I
¶¡1

s:

(6)
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From the last equation, it can be noted that when
one of the clutter terms is dominant, then the
processor simplifies. When weather clutter is weak in
comparison with the combination of land clutter and
noise, the optimal filter becomes

wlopt =
1
No

μ
El
No
E¤EH + I

¶¡1
s: (7)

On the contrary, when land clutter is negligible, the
following optimal weight vector is found as follows
by recalling DfwD

H
fw
= I

wwopt =
1
No

μ
Ew
No
DfwE¤E

HDHfw +DfwD
H
fw

¶¡1
s

=
1
No

μ
Dfw

·
Ew
No
E¤EH + I

¸
DHfw

¶¡1
s

=
1
No
Dfw

·
Ew
No
E¤EH + I

¸¡1
DHfws|{z}
ŝ

: (8)

In the equation above, ŝ denotes look Doppler vector
after the frequency shift by ¡fw. For example, if
look Doppler vector is at fl = 0:75£PRF and fw is
at 0:5£PRF, then ŝ=DHfws is equivalent to a look
Doppler vector at frequency 0:25£PRF. With this
interpretation, it can be noted that the optimal filter
to cancel the weather clutter in the absence of land
clutter is the modulated (frequency shifted) version of
the optimal land clutter cancellation filter.
We note that the matrix inversion operation in the

optimal filter has to be calculated for every range cell.
In many land clutter suppression systems, the clutter
power in a cell is estimated during the operation
and stored in a clutter map. To use a clutter map,
the clutter power and electronic noise level should
be periodically estimated. The coefficients of the
optimal filter (wopt) is retreived from a look-up table
using the estimated clutter power level as the table
index. The storage for the look-up table is a critical
resource in many applications. The land clutter
removal system whose equation is given in (7) has
only one free parameter El=No. Therefore a look-up
table with a single index (dimension) is sufficient
to store the coefficients. A filter strictly removing
weather clutter (when the land clutter is absent) can
be easily adapted from the stored land clutter removal
filter coefficients using (8). But for a general system
capable of removing coexisting land and weather
clutter systems, the dimensions of the storage changes
from 1 to 3, that is in addition to El=No we need to
store Ew=No and fw. Since the dimensions for the
storage unit is tripled, the system may easily become
infeasible to implement via precalculated look-up
tables.
The central Doppler frequency of the weather

clutter system is expected to show little variation

across the range cells. The parameter fw can be
estimated using the effected range cells in azimuth and
range directions. In the literature a simple weighted
averaging operation has been proposed as a viable
solution [23]. In addition to this solution, one can
also use other spectrum estimation techniques such
as autoregressive modeling, pulse-pair processing, etc.,
for the same purpose [24].
In this paper, we present alternative methods for

the solution of the problem with a feasible storage
at the expense of some additional computation. We
assume that the land clutter cancellation filters are
precalculated and stored with El=No parameter as the
table index. In the following section, we present the
proposed approximation to the optimal method in
addition to two other alternatives.

III. PROPOSED TECHNIQUES

We present three methods for bimodal clutter
removal in this section. The implementation
complexity and storage requirements of these methods
are also discussed.

A. Shifted MTI Followed by Land-Only Filter

As suggested in [10], the receive vector r is first
processed with a single-order MTI cancellation filter
whose null frequency is shifted to fw and then the
land removal filter calculated from (7) is used to
remove the effect of land clutter. The processing
output of this system can be written as follows:

rout = (wlopt)
HDfw

266664
0 0 ¢ ¢ ¢ 0 0

¡1 1 ¢ ¢ ¢ 0 0
...

...
...

...

0 0 ¢ ¢ ¢ ¡1 1

377775DHfw
| {z }

(w(1))H

r:

(9)
Discussion: The proposed system can be

examined in two stages. In the first stage, the effect
of weather clutter system is suppressed with the
frequency-shifted MTI system. In the second stage,
the land clutter is removed with the optimal land-only
filters as if the weather clutter is completely removed
after the first stage. Note that the shifted MTI
operation takes into account neither the power of
weather clutter signal nor the width of the clutter
spectrum. As noted above, when the land clutter is
the dominant term in comparison with the weather
clutter, the optimal filter is close to the land clutter
removal filter. Since a shifted MTI system applies
the same filtering operation at all power levels, this
system can neither adjust the depth of nulling or
the width of the null depending on the application
scenario.
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Computation and Storage Requirements: This
system does not have any additional storage
requirements for weather clutter suppression. It
requires 2N complex multiplications and N ¡ 1
complex additions per range cell in addition to the
operation of land-clutter supression filter.

B. Land-Only Filter Followed by Weather-Only Filter

This system is composed of cascade filters for
land clutter removal and weather clutter removal. For
the proposed scheme, the land clutter is processed
by R¡1=2ln matrix where Rln is the autocorrelation
matrix of the land clutter and thermal noise Rln =
(El=No)Rl+ I. This operation corresponds to whitening
of the signal when the weather clutter component is
temporarily ignored. After this stage, the resultant
vector is one more time processed with R¡1=2wn
which is the whitening matrix for r in the absence
of land clutter. Finally, the signal s is captured
after these stages by matched filtering [25]. This
method approximates the whitened matched filter
solution which is known to be equivalent to the SINR
maximizing solution given in (3). The approximate
whitened matched filter vector becomes

w(2) =R¡1=2ln R¡1wnR
¡1=2
ln s: (10)

Discussion: This system assumes that the
autocorrelation matrix for land and weather system
which is R=No((El=No)Rl+(Ew=No)Rw+ I)
can be approximately factorized as follows R¼
No((El=No)Rl+ I)((Ew=No)Rw+ I). The accuracy of
the approximation depends of the relative size of
the cross term appearing in the right-hand side but
missing on the left-hand side of the same relation.
If ElEw=N

2
o is small in comparison with the other

components, the approximation is accurate. This
method tries to suppress both sources of clutter in
an ad-hoc manner based on the idea of sequentially
whitening the spectrum.
Computation and Storage Requirements: This

processor can be implemented by storing the inverses
of both R1=2ln and Rwn matrices. The parameter space
for two matrices is decoupled, that is fEl=Nog for
R¡1=2ln and fEw=No,fwg for R¡1wn. Therefore the storage
requirements double in size but not in dimension.
However, the increase in the computational complexity
is quite significant since matrix multiplications
are involved. The overall complexity is 3N2

multiplications and 3N(N ¡ 1) additions per range
cell.
A second alternative for implementation with less

storage requirements is the following. The matrix Rw
can be factorized as follows: Rwn =DfwRlnD

H
fw
. The

inverse of matrix Rwn can then be calculated using
the following relation: R¡1wn =DfwR

¡1=2
ln R¡1=2ln DHfw .

Therefore one can avoid the storage of R¡1wn matrices
and can use stored R¡1=2wn matrices for its calculation.

The cost of not storing R¡1wn matrices is an additional
computation of 2N(N +1) multiplications and
2N(N ¡ 1) additions per range cell.
A third implementation alternative can be

increasing the look-up table dimension by one. The
vector w(2) in (10) can be stored to reduce number
of operations. One should decide on one of these
approaches based on the overall system resources.

C. Proposed Method

Equation (5) gives the optimal solution for
arbitrary clutter powers and clutter Doppler frequency.
An approximate yet computationally feasible
approach is to approximate the weather clutter
autocorrelation using lower rank matrices. Since the
clutter matrix is highly correlated, very few terms
can accurately represent the weather clutter matrix.
The eigendecomposition of weather clutter is given as
follows

Rw =
NX
k=1

¸kuku
H
k : (11)

In (11), the vector uk is the unit-norm eigenvector of
Rw corresponding to the kth largest eigenvalue ¸k. As
stated in (8), the vectors uk are the frequency-shifted
versions of the eigenvectors of the land clutter matrix.
We propose to approximate Rw with rank-1

and rank-2 matrices and then apply the matrix
inversion lemma to derive a Doppler processor for
land-weather clutter system. Generalization to higher
order approximations is possible but not pursued
here to ease the presentation. The rank-1 and rank-2
approximation for Rw is given as follows

R̂(1)w = tr(Rw)u1u
H
1 (12)

R̂(2)w = tr(Rw)
μ

¸1
¸1 +¸2

u1u
H
1 +

¸2
¸1 +¸2

u2u
H
2

¶
:

(13)

We note that the low rank approximations of Rw
are scaled such that they have the same power with
the full rank Rw matrix. That is, the approximations
are weighted according to energy in each eigenvector
direction and the total energy of the normalized
clutter return vector (trace of Rw) is matched with the
approximations. We also note that tr(Rw) =N.
When the reduced rank approximations are

substituted for Rw in (5) and the matrix inversion
lemma is utilized, the following expressions are
obtained:

ŵ(1)opt =
1
No

μ
El
No
Rl+

Ew
No
R̂(1)w + I

¶¡1
s

=
1
No

μ
Rln +

Ew
No
Nu1u

H
1

¶¡1
s

=
1
No

μ
R¡1ln ¡

1
¾2c
ccH
¶
s (14)
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where Rln = El=NoRl+ I, c=R
¡1
ln u1, and ¾

2
c =

No=(NEw) +u
H
1R

¡1
ln u1. Details on the application of

the lemma are given in the appendix.
Discussion: Some important interpretations can

be drawn from (14). With the weighting operation,
the output of Doppler filter with the look direction s
becomes z(s)

z(s) =
1
No
sHR¡1ln r¡

1
¾2cNo

(sHR¡1ln u1)(u
H
1R

¡1
ln r):

(15)

The first term in (15) is the plain land clutter removal
operation with projection onto the vector R¡1ln s where
the land clutter and thermal noise terms are whitened
and matched filtered [25]. In the second term, the
received vector is projected onto the weather clutter’s
strongest eigenvector in order to cancel it when
obtaining the final result. The term sHR¡1ln u1 gives us
the scalar used in the projection. The portion of the
received signal in parallel with the weather clutter’s
strongest eigenvector is completely cancelled with this
operation. In other words, the first term of ŵ(1)opt, which
is 1=NoR

¡1
ln s, stands for the cancellation of clutter in

the absence of weather clutter. The second term is a
correction on the first term when the weather clutter
of power Ew coexists. It can be noted that the effect of
second terms vanishes as Ew! 0 or ¾2c !1.
The proposed implementation explicitly makes

use of the weather clutter power and its Doppler
frequency in the selection of filter coefficients. We
note that the suppression levels of two clutter sources
are adjusted through the ¾2c parameter whose value is
calculated through the matrix inversion lemma without
any ad-hoc assumptions as has been done in previous
methods. The success of the method solely depends
on the accuracy of the low rank approximation.
When the same procedure is repeated for the

rank-2 approximation, one can get the following

ŵ(2)opt =
1
No
(R¡1ln ¡CccH¡DddH +E(dcH + cdH))s:

(16)

The variables appearing in (16) are given as follows:

c=R¡1ln u1

d=R¡1ln u2

C = 1=¾2c + j°j2=(¾4c ¾2d)
D = 1=¾2d

E = 2Re(°)=(¾2c ¾
2
d):

The parameters connecting the clutter power to the
parameters used in (16) are

° = uH2R
¡1
ln u1

¾2c =No=(NEw)(¸1 +¸2)=¸1 +u
H
1R

¡1
ln u1

¾2d =No=(NEw)(¸1 +¸2)=¸2 +u
H
2R

¡1
ln u2¡ j°j2=¾2c :

Comments similar to those made for rank-1
approximation are also valid here. The first term in
(16) is the land clutter removal filter. The following
two terms cancel the components of the signal parallel
to weather clutter’s strongest eigenvectors. The very
last term in (16) is related to (sHR¡1ln u1)(u

H
2R

¡1
ln r).

In the case that R¡1ln u1 and R
¡1
ln u2 projections are

not orthogonal, there occurs an overcancellation
after cancelling two terms. The last term, hence, is a
correction term to remedy the overcancellation by the
previous terms.
Computation and Storage Requirements: For

the rank-1 approximation, there is no additional
storage requirements for the proposed solution if
the inverse of Rln matrices are stored in a look-up
table. We note that u1 is a unit-norm vector with
the description u1 =Dfwe1, where e1 is the dominant
eigenvector of Rln. The vector u1 can be calculated
online by a multiplication with a diagonal matrix, if
e1 is precalculated and stored. The calculation of u1
requires N multiplications and N ¡ 1 additions. The
calculation of c and ¾2c requires a total of N

2 +N +1
multiplications and N2 additions. The implementation
of (1=¾2c )s

HccHr for the suppression of weather clutter
further requires 2N +1 multiplications and 2N ¡ 2
additions. The overall cost of the weather clutter
suppression is then N2 +4N +2 multiplications and
N2 +3N ¡ 3 additions per range cell.
A second implementation can be proposed as

follows: If the online calculation vector c is not
feasible, the vectors c and the scalar uH1R

¡1
ln u1 can

be stored with the fw index. The parameter ¾
2
c can

then be calculated on-line with 1 multiplications and
1 addition. This reduces the overall cost to 2N +2
multiplications and 2N ¡ 1 additions.
A third possible implementation is possible,

if R¡1ln s vectors for each s look Doppler direction
of interest are stored instead of R¡1ln matrices. In a
typical system, N look vectors for N Doppler bins
are used. If we call these vectors as sk vectors where
sk = [1 W W2 : : :WN¡1] and W = e¡i(2¼=N)k, one can
then make use of the following relation

uH1R
¡1
ln r=

Ã
N¡1X
k=0

®ks
H
k

!
R¡1ln r (17)

to implement (15). This requires the storage of
decomposition coefficients ®k for each value
of weather clutter center frequency fw. The
computational cost of this alternative is the same as
the second one.
The processor employing the rank-2 approximation

has approximately 2 times the computational load for
each of the implementation types discussed.

IV. NUMERICAL COMPARISONS

In this section, we compare the performance
of the methods presented in Section III. In Fig. 1,

CORRESPONDENCE 1645

Authorized licensed use limited to: ULAKBIM UASL - MIDDLE EAST TECHNICAL UNIVERSITY. Downloaded on January 20, 2010 at 08:39 from IEEE Xplore.  Restrictions apply. 



Fig. 1. N = 16, El=No = 40 dB, Ew=No = 40 dB, fw = 0:5 PRF.

the improvement factor (SINRout=SINRin) versus
target Doppler frequency is shown. In this figure,
the number of processing pulses is 16, land and
weather clutter both have 40 dB power above the
thermal noise level, ½= 0:999, and the weather clutter
has a Doppler frequency at 1/2 PRF. In Fig. 1, the
improvement factor (IF) for the optimal solution
and the proposed solutions are given. The solutions
approximating the optimal solution are given for
rank-0, rank-1, and rank-2 cases. The rank-0 case
corresponds to ignoring the weather clutter completely
and applying the land clutter filter as if weather clutter
does not exist.
One can note from Fig. 1 that there is a significant

loss of performance if the weather clutter is ignored.
Shifted MTI results in some improvement and
the sequential whitening method provides further
improvements on MTI. The approximations to the
optimal solution provide results close to the optimal
solution for the rank-2 case.
In Fig. 2, the performance of the methods is

compared when weather clutter has a Doppler
frequency centered at 0.2 PRF. All other parameters
are the same as the ones of Fig. 1. It can be noted that
shifted MTI and the approximate whitening methods
provide a similar performance under these conditions.
The rank-2 approximation performs again close to the
optimal solution.
In Fig. 3, the performance of the methods is

compared when weather clutter power is 20 dB over
No. All other parameters are the same as the ones
of Fig. 2. It can be noted that shifted MTI presents

a poorer performance than rank-0 approximation.
A disadvantage of the shifted MTI method is that it
cannot adapt to the power of weather clutter. In some
scenarios such as presented in Fig. 3, ignoring the
weather clutter can be more beneficial than applying
the shifted MTI method. The second method which
is the approximate whitening operation presents a
performance close to optimal for this scenario. The
rank-2 approximation is virtually identical to the
optimal solution.
In [11], MTI and shifted MTI filters combination

has been used to mitigate the land and weather
clutter. To compare the performance of the proposed
solution with the MTI-based approach, we have
implemented MTI and shifted MTI with and without
Hamming window at El=No = 60 dB, Ew=No = 50 dB,
and fw = 0:2 PRF. The results are given in Fig. 4.
As expected, the windowing operation leads to a
poorer improvement factor around the clutter Doppler
frequency. While for some other target Doppler
frequencies, which are far away from the center of the
clutter frequency, windowing significantly improves
the performance of the MTI-based system. Even with
the application of windowing, the performance of the
MTI-based system has a significant performance gap
from the optimal solution.
In Fig. 5, different from earlier figures, we

present the frequency response of the MTI-based
clutter suppression filters with and without Hamming
window and the frequency response of the optimal
filter. All filters are adjusted for the look Doppler of
0:5£PRF. As expected, the windowing operation
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Fig. 2. N = 16, El=No = 40 dB, Ew=No = 40 dB, fw = 0:2 PRF.

Fig. 3. N = 16, El=No = 40 dB, Ew=No = 20 dB, fw = 0:2 PRF.

leads to the expansion of the mainlobe of the
response, while the sidelobes are significantly
suppressed. The optimal filter applies a ¡90 dB power
attenuation at the center of clutter Doppler frequency
while the other filters apply ¡30 dB and ¡60 dB of
attenuation. In addition, around the center frequency
of the weather clutter, the windowed system produces
much poorer results due to the expansion of the

mainlobe of the filter. In general, due to the ad-hoc
nature of MTI filters, the weather clutter cannot be
much suppressed with MTI solutions.
From Figs. 4 and 5, we can say that MTI-based

systems, while successfully applicable in some
scenarios, can suffer from a poor performance
when compared with the optimal solution. The
approximations to the optimal system proposed in
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Fig. 4. N = 16, El=No = 60 dB, Ew=No = 50 dB, fw = 0:2 PRF.

Fig. 5. Frequency response filter of optimal filter and MTI-based filters for look Doppler of 0.5 PRF. Optimal filter is derived under
conditions of N = 16, El=No = 60 dB, Ew=No = 50 dB, fw = 0:2 PRF.

this paper allow us to implement the optimal solution
within a suitable storage-computation trade-off.

V. CONCLUSIONS

We have presented methods to cancel coexisting
land and weather clutter signals. The SINR optimal

method for the implementation of clutter cancellation
is known, but it is not practical to implement in
many applications. In this paper, we have employed
low rank approximations to the weather clutter
correlation matrix to define Doppler processors
which are more suitable for implementation. The
improvement by the proposed approximations in
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comparison with MTI-based methods has been
shown to be significant. The method proposed
in this paper has been built on the assumption
that weather clutter system has the exact same
autocorrelation function with the land clutter
system except for a shift in the center frequency
of its power spectrum due to the radial motion
of the weather system. This assumption has
led us to design approximate filters whose
storage-computation requirements can be selected
depending on the capabilities or limitations of the
radar platform.

APPENDIX

We present the matrix inversion formulas for
matrices (A+¯1e1e

H
1 ) and (A+¯1e1e

H
1 +¯2e2e

H
2 ). The

derivation is based on the following result known as
the matrix inversion lemma:

(A+UCV)¡1 =A¡1¡A¡1U(C¡1 +VA¡1U)¡1VA¡1:
(18)

Inverse of (A+¯1e1e
H
1 ): The inverse of the

matrix can be immediately calculated using the matrix
inversion lemma when the parameters are set as
follows: C= ¯1, U= e1, and V= e

H
1 . The resultant

inverse matrix is

(A+¯1e1e
H
1 )
¡1 =A¡1¡ cc

H

¾2c
(19)

where c=A¡1e1 and ¾
2
c = 1=¯1 + e

H
1A

¡1e1.
Inverse of (A+¯1e1e

H
1 +¯2e2e

H
2 ): The matrix

inverse can be calculated using the result given
in (19). Calling B=A+¯1e1e

H
1 , then we have

(A+¯1e1e
H
1 +¯2e2e

H
2 )
¡1 = (B+¯2e2e

H
2 )
¡1 where

the result of (19) can be applied on the right-hand
side of the equality. When the inverse of B is
calculated using (19), we get the final result as
follows:

(A+¯1e1e
H
1 +¯2e2e

H
2 )
¡1

=A¡1¡ cc
H

¾2c
¡ dd

H

¾2d
+2Re(°)

dcH + cdH

¾2c ¾
2
d

¡ j°j2 cc
H

¾4c ¾
2
d

(20)

where c=A¡1e1, d=A
¡1e2, ° = e

H
2A

¡1e1, ¾
2
c =

1=¯1 + e
H
1A

¡1e1, ¾
2
d = 1=¯2 + e

H
2A

¡1e2¡j°j2=¾2c .
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Orthogonal Discrete Frequency-Coding Waveform
Set Design with Minimized Autocorrelation
Sidelobes

The autocorrelation sidelobe peak (ASP) levels of discrete

frequency-coding waveform with fixed frequency pulses

(DFCW-FF) is very large, which is about 0.21 or ¡13:2 dB.
Replacing the fixed frequency pulses with linear frequency

modulated (LFM) pulses can lower the ASP. We investigate the

autocorrelation function (ACF) and cross-correlation function

(CCF) for DFCW with arbitrary frequency firing order. It is

shown that DFCW-LFM has different ACF expression from

the DFCW-FF, and the CCF of DFCW-LFM changes distinctly

with different frequency firing order. By setting the relationships

between the frequency step ¢f, LFM bandwidth B and subpulse

duration T, we can reduce the ASP, as well as nullify the grating

lobes. Then, a modified genetic algorithm (GA) is proposed

to numerically search optimal frequency firing order for

DFCW-LFM. Some of the designed results are presented. Their

correlation properties are effectively improved. Both simulation

results and comparisons show that the method of mitigating ASP

and the proposed search algorithm are effective for the design of

DFCWs with superior aperiodic correlation.

I. INTRODUCTION

The successful design of orthogonal code sets
with low autocorrelation sidelobe peaks (ASP)
and cross-correlation peaks (CP) is crucial for
implementing some multiple-input multiple-output
(MIMO) radar systems and netted radar systems
[1, 2]. The discrete frequency-coding waveform
(DFCW) has been widely used as wideband radar
signal to allow high range resolution and improve
detection capability [3]. Deng employed a simulated
annealing (SA) algorithm to design DFCW with fixed
frequency pulses (DFCW-FF) and presented some
designed results [4]. In [5], [6], the autocorrelation
function (ACF) and cross-correlation function (CCF)
of DFCW-FF are investigated. Unfortunately, it
shows that ASP for DFCW-FF is comparatively large,
which is about 0.21 and has nothing to do with the
frequency firing order of DFCW-FF. Here we show
that ASP can be further improved. Replacing the
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