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Conventional Mills Cross architecture suffers from poor direction-of-arrival angle estimation accuracy in the dimension that the transmitter is aligned. To improve the estimation accuracy, a space-time coded, multiple-input multiple-output (MIMO) direction finding method, with complementary codes is presented. The performance of the suggested MIMO Mills Cross architecture has been evaluated by underwater field experiments. Field experiments confirm the feasibility of the proposed approach and illustrate the performance gains. Since the proposed approach does not require any changes in the conventional Mills Cross hardware, the performance improvement can also be realized by a software reconfiguration for existing legacy systems.

1. INTRODUCTION

Mills Cross [1] is a well-known, low-complexity array structure utilized in sonar and radar applications. In underwater applications, the architecture is composed of two linear transducer arrays; a transmitter array of projectors and a receiver array of hydrophones. If these two arrays are perpendicular to each other, the beam pattern, by the product theorem, is the same as that of a planar rectangular array of transducers of the same overall dimensions [2]. Moreover, in [3] it is shown that the power pattern of a conventional planar array can be obtained by multiplicative T-arrays and Mills Cross structures. Therefore, the Mills Cross technique is a convenient choice for light weight and cost effective underwater applications. Multibeam echo sounders, [4]-[6], and forward looking sonars, [7], [8], are some examples of such Mills Cross applications.

Direction-of-arrival (DOA) estimation with the standard Mills Cross architecture is based on conventional beam-forming techniques. In the forward looking case, to detect objects like mines and obstacles, the conventional way is to ensonify a discrete set of elevation angles consecutively (i.e., consecutive horizontal strips) with a vertical transmitter array. Then, for each horizontal strip so formed, angle of arrival in azimuth is determined by conventional beamforming methods with a horizontal receiver array. This method is summarized in Fig. 1. A drawback is the limitation of the accuracy of estimated elevation angles by the amount of angular displacement between the consecutive horizontal strips. For the conventional Mills Cross technique it is also possible to utilize super-resolution techniques to obtain a finer estimate in azimuth angle with the available horizontal receiver array. However, with fixed transmit beam directions such an option is not available for elevation angles, since a vertical receiver array that can search in elevation on reception is not present. In this article, we show that by using multiple-input multiple-output (MIMO) radar/sonar techniques, the accuracy of elevation angle estimates can be improved when searching for a target in a three-dimensional (3-D) volume with a forward looking Mills Cross architecture having a horizontal receiver array.

In the radar literature, two basic operation types for MIMO systems are defined. In the first one, which is sometimes referred to as statistical MIMO radar, transmit and receive elements are positioned far away from each other to obtain independent scattering responses for each transmit and receive pair [9]. In the second type, which is called coherent MIMO radar, transmit and receive elements are closely spaced so that the target in the far field is seen at the same spatial angle by the whole system [10]. For the latter type, which is under our consideration for DOA estimation purposes, one needs to investigate the differences of the MIMO radar concept with phased array systems. In phased arrays, a single waveform is transmitted through different antenna elements with different phase lags, so the waveforms at different elements are perfectly correlated. On the other hand, for the MIMO case, the transmit array elements emit orthogonal or uncorrelated waveforms. As a
Fig. 1. Mills Cross architecture to perform a 2-D search with two perpendicular linear arrays.

result, the degrees of freedom to design transmit and receive beamformers is increased. Additional degrees of freedom can be used to optimize a desired performance criterion as stated in [11]. In [11], possible improvements are described as enhancing detectability, increasing clutter or interference rejection, improving the quality of the estimated radar map, improving spatial resolution, or reducing search time by using MIMO structure.

The sonar community has also expressed similar interest in utilizing the statistical and coherent MIMO radar concepts in underwater applications [12]–[18]. In [17] and [18], the authors compare coherent MIMO techniques with the classical phased array structure. The results show significant improvements on DOA estimates when MIMO techniques are used.

In the literature, the main drawback of the coherent MIMO radar/sonar concept is indicated as the SNR loss since the transmitted pulses are no longer correlated and cannot be added up constructively. One solution to this problem is to extend the duration of the pulses to compensate for the SNR loss since the decrease in the search time enables such a modification [19]. The other popular method is a hybrid approach that combines the MIMO radar/sonar concept with conventional phased array methods by using subarrays [20]–[22]. In the hybrid approach, the whole array is partitioned into subarrays. Transmitted waveforms are orthogonal or uncorrelated across subarrays. On the other hand, the elements of a subarray transmit the phase shifted replicas of the same waveform to achieve the directivity gain. As a result, a tradeoff between the advantages of two architectures becomes possible. Moreover, it is often impractical to use the whole array as a MIMO array since, as the number of MIMO elements increases, a larger set of waveforms with autocorrelation and crosscorrelation functions constrained to satisfy ideal orthogonality conditions is needed. Suboptimum solutions such as using Gold sequences and nonoverlapping signals in frequency spectrum to overcome this challenge are suggested [23], [24]. A comprehensive literature survey of radar waveform design can be found in [25]. Another attractive solution that does not require partitioning the total bandwidth among the subarrays is using space-time coding to achieve the orthogonality requirements of the MIMO radar/sonar system. A specific space-time coding approach through complementary codes, also known as Golay complementary sequences [26], have attracted a growing interest due to their exact orthogonality properties when used in pairs [27], [28]. The usage of complementary codes along with the MIMO radar/sonar architecture is proposed in [29]. This concept is discussed in detail in Section IV.

In this article, our aim is to develop a novel approach to obtaining a cost effective and accurate sonar system for obstacle detection from a slowly moving platform. Although the complementary pair waveforms are vulnerable to Doppler effects as indicated in [28], the evaluation of a Mills Cross type sonar system utilizing the hybrid approach by transmitting Golay complementary waveforms for such a DOA estimation application seems to be worthwhile. The structure is described in detail in Section II. The practical performance of the suggested structure is verified by the field experiments described in Section V.

Throughout this article, we adopt the following notation: lowercase letters with bars denote column vectors, whereas boldface capital letters denote matrices. The transpose, the conjugate, and the Hermitian (i.e., the conjugate transpose) operators are denoted by the symbols $(\cdot)^T$, $(\cdot)^*$, and $(\cdot)^H$, respectively. The symbols used throughout this article are summarized in Table I for quick reference.

II. SIGNAL MODEL FOR MIMO MILLS CROSS ARCHITECTURE

The Mills Cross architecture is composed of a uniform linear array of $M_T$ transmitter elements and a uniform linear array of $M_R$ receiver elements where the transmitter and the receiver arrays are perpendicular to each other. Additionally, we assume that the overall array is looking forward to ensify the elevation angles with a vertical transmitter array and to estimate the azimuth angles of a possible target with a horizontal receiver array. Such a configuration is shown in Fig. 2. In this configuration, the phase references of the uniform linear arrays are assumed to be the first
elements. Moreover, the phase references of the transmitter and receiver arrays are assumed to coincide for the sake of simplicity of the derivations.

To be able to utilize MIMO radar/sonar techniques, we will partition the transmitter and receiver arrays into subarrays. When the array is in the transmission mode, all elements of a transmit subarray emit coherent signals to maximize the power at the intended elevation angle, whereas signals of different subarrays are orthogonal or uncorrelated. In the receiving mode, the outputs of the elements of a receiver subarray are spatially filtered (i.e., beamforming) to detect a possible echo at the intended azimuth angle. Moreover, each receive subarray is considered as a single receiver unit which contains filters matched to the transmitted signals to obtain the MIMO radar/sonar structure, [19]. In [19], it is shown that the sufficient statistics vector, which actually contains the outputs of the matched filters that filters the incoming signals with respect to all of the transmitted signals at each receiver element, can be used to estimate the parameters such as target angles in azimuth and elevation. In Fig. 3, the receiver structure of [19] is shown with a slight modification.

Fig. 3. Receiver architecture proposed in [19] with a slight modification.

Assuming narrowband and far field conditions are satisfied, let us now consider $S$ orthogonal signals to be transmitted from the transmitter array, such as $s_i(t)$ where $i = 1, 2, \ldots, S$. The transmitter and receiver arrays are partitioned into $S$ nonoverlapping identical subarrays for the proposed architecture. Hence, we may define the number of elements in transmitter and receiver subarrays as $M_t$ and $M_r$, which are equal to $M_T/S$ and $M_R/S$ consecutively. According to Fig. 2, to maximize the transmitted power at a given elevation angle, $\theta_0$ (according to the given convention), the signals emitted from the omnidirectional elements of a subarray should be weighted with the appropriate vector, $\bar{w}$ given as

$$\bar{w} = [1, e^{-j(2\pi f_d \cos \theta_0) \tau}, \ldots, e^{-j(M_t-1)(2\pi f_d \cos \theta_0) \tau}]^T.$$  

Here, $f$ is the operating frequency of the array, $d_t$ is the inter element distance in the transmit subarray, and $c$ is the speed of sound. Note that the required weight vector is actually the conjugate of the transmit subarray steering vector, $\bar{a}_s^T(\theta)$, for the direction $\theta_0$. Thus, when the $i$th transmit subarray directs its signals at the elevation angle $\theta_i$, the total signal due to the corresponding subarray in front of a target positioned at $\theta_i$ degrees in elevation becomes

$$s_{\theta_i}(t) = \bar{a}_s^T(\theta_i)\bar{a}_s^*(\theta_0) s_i(t).$$  

In the above equation, $\bar{a}(\theta)$ is the array steering vector and equals to $[1, e^{j(2\pi f_d \cos \theta)/c}, \ldots, e^{j(M_t-1)(2\pi f_d \cos \theta)/c}]^T$ where $\bar{a}_s^*(\theta)$ represents the conjugate of the steering vector. We can clearly see that when the target is at the center of the transmit beam (i.e., $\theta_0 = \theta_i$), $s_{\theta_i}(t) = M_t s_i(t)$ and the signal power at target location is maximized.

Now, let us consider the transmit subarrays as single transmitter elements and express the overall signal for a target positioned at a given elevation angle of $\theta_i$. This time the transmit array steering vector, $\bar{a}_T(\theta_i)$, can be written as

$$\bar{a}_T(\theta_i) = [1, e^{-j(2\pi f_d \cos \theta)/c}, \ldots, e^{-j(S-1)(2\pi f_d \cos \theta)/c}]^T.$$  

Here, $D_t$ is the distance between the phase centers of the transmit subarrays (i.e., the distance between the first elements of the subarrays in our model). Therefore, the total signal due to all transmit subarrays in front of a target at elevation angle $\theta_i$ becomes

$$s_{\theta_i, \text{TOT}}(t) = \bar{a}_T^T(\theta_i)\bar{s}_0(t).$$  
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In the above equation, $\hat{s}_R(t)$ is the signal vector containing $S$ orthogonal signals emitted from the subarrays

$$\hat{s}_R(t) = [s_{0,1}(t) \ldots s_{0,S}(t)]^T.$$  

In a similar fashion, the receiver array is partitioned into $S$ receiver subarrays for the MIMO Mills Cross architecture. The receiver subarrays are all steered to a particular azimuth angle, $\phi_0$, and the target is assumed to be at the azimuth angle, $\phi$. First, we consider all the receiver subarrays as independent receiving elements and write the received signal vector, $\tilde{x}(t)$, at these elements as

$$\tilde{x}(t) = \alpha \tilde{a}_R(\phi) s_{0,TOT}(t). \quad (3)$$

In (3), we omit the noise term, for now, to simplify the description. Here, $\alpha$ is the complex coefficient that includes both the target strength and some potential phase errors like the one due to the lack of perfect synchronization between the receiver and the transmitter. Additionally, $\tilde{a}_R(\phi)$ is the receive steering vector when the subarrays are considered as independent receiving elements and it can be written as

$$\tilde{a}_R(\phi) = [1 e^{j(2\pi/D_r \cos \phi)/c} \ldots e^{j(S-1)(2\pi/D_r \cos \phi)/c}]^T. \quad (4)$$

The constant $D_r$ indicates the distance between the phase centers of the receive subarrays (i.e., the distance between the first elements of the subarrays in our model). Now, if we consider the $i$th receive subarray, we can write the received signal vector, $\tilde{y}_i(t)$, of this subarray as

$$\tilde{y}_i(t) = \alpha \tilde{a}_R(\phi) a_{R,i}(\phi) s_{0,TOT}(t)$$

with $a_{R,i}(\phi)$ is the $i$th element of the steering vector defined in (4) and $\tilde{a}_R(\phi)$ is the receive steering vector of a receiver subarray in the MIMO Mills Cross architecture. For the receiving case, we emphasize again that all the receiver subarrays are forming beams for a particular azimuth angle, $\phi_0$, and the $i$th receive subarray produces the signal $y_{i,\phi_0}(t)$ given as

$$y_{i,\phi_0}(t) = \tilde{a}_R^H(\phi_0) \tilde{y}_i(t) = \alpha \tilde{a}_R^H(\phi_0) \tilde{a}_R(\phi) a_{R,i}(\phi) s_{0,TOT}(t). \quad (5)$$

In (5), $\tilde{a}_R^H(\phi_0)$ represents the coefficients of the spatial filter to maximize the input arriving at the azimuth angle $\phi_0$, which is the Hermitian of the array steering vector for the direction $\phi_0$. After beamforming, in order to reap the benefit of MIMO radar/sonar concept, the beamformed output should be filtered by the matched filters for each transmitted orthogonal signal. Recalling the orthogonality condition

$$\int_0^T s_i(t)s_j(t)dt = \begin{cases} E_s, & \text{if } i = j \\ 0, & \text{otherwise.} \end{cases}$$

where $E_s$ is the energy of the signal and $T$ is the pulse duration. The peak output sampled at the appropriate time instant at the $k$th matched filter of the $i$th subarray can be written, by putting (1) and (2) into (5), as

$$y_{i,k} = \alpha a_{R,i}(\phi) a_{R,i}(\phi_0) \tilde{a}_R(\phi) a_{T,k}(\theta_0) \tilde{a}_R^H(\theta_0) s_{0,TOT}. \quad (6)$$

Now let us define

$$\beta_i = \tilde{a}_R^H(\phi_0) \tilde{a}_R(\phi)$$

$$\beta_i = \tilde{a}_R^H(\theta_0) \tilde{a}_R(\theta_0)$$

as the complex coefficients due to the mismatch between the exact target position and the subarray steering directions in azimuth and elevation angles, respectively. Then, (6) becomes

$$y_{i,k} = \alpha \beta_i E_s a_{R,i}(\phi) a_{T,k}(\theta) \quad (7)$$

with the assumption of identical signal energy of $E_s$ for different pulses. In (7), $a_{R,i}(\phi)$ is the contribution of the $i$th receiver subarray to the receiver steering vector structure when the subarrays are considered as single elements and $a_{T,k}(\theta)$ is the contribution of the $k$th transmitter subarray to the transmitter steering vector when the subarrays are considered as single elements. Thus, we can form an $S \times S$ matched filter output matrix, $Y$, composed of all possible values of $i$ and $k$, where $i = 1, 2, \ldots, S$ and $k = 1, 2, \ldots, S$.

$$Y = \alpha \beta_i E_s \tilde{a}_R(\phi) \tilde{a}_R^H(\theta)$$

Now, we can define a new steering $S \times S$ matrix of $A(\phi, \theta)$ for the virtual array as

$$A(\phi, \theta) = \tilde{a}_R(\phi) \tilde{a}_R^H(\theta).$$

In effect, we construct a virtual 2-D rectangular array composed of $S^2$ elements as shown in Fig. 4 that we can use to perform a search algorithm on the received data to estimate the elevation angle with higher accuracy. More specifically, assuming a Mills Cross system that can switch back and forth between conventional and suggested MIMO modes, the target detection can take place using the conventional structure and once the target is detected, the system can switch to MIMO mode to generate higher accuracy estimates for the azimuth and elevation angles.

Up to this point, we have assumed the availability of the perfectly orthogonal transmitted signals. For a practical MIMO sonar system, we should expect that each transmitted signal can be received with different time delays.
III. CRAMER-RAO LOWER BOUND FOR THE MIMO ARCHITECTURE

So far, we have omitted the noise component throughout the derivations. Now, we derive the observation model to evaluate the performance of the MIMO Mills Cross architecture for elevation angle estimation. The observation vector, \( \bar{r} \), for the elevation angle estimation can be written as

\[
\bar{r} = \text{vec}(Y) + \bar{\omega}.
\]

Here, \( \text{vec}(Y) \) is an \( S^2 \times 1 \) column vector obtained by vertically ordering the columns of the matched filter output matrix, \( Y \) and \( \bar{\omega} \) is the noise vector having independent identically distributed white Gaussian components. With this observation model, we can derive the Cramer–Rao Lower Bound (CRLB) for the elevation angle estimation assuming the azimuth angle is perfectly known. The Fisher information, \( I(\theta) \), for such a case is defined as, [30]

\[
I(\theta) = 2\pi \left\{ \frac{\partial \bar{y}}{\partial \theta} \right\}^T \left( \text{vec}^{-1}(Y) \right) \left( \frac{\partial \bar{y}}{\partial \theta} \right)
\]

Here, \( \left( \text{vec}^{-1}(Y) \right) \) is the inverse of the covariance matrix of the observation vector; \( \left( \text{vec}^{-1}(Y) \right) = (1/(\sigma_\theta^2))I \), where \( \sigma_\theta^2 \) is the variance of the additive white Gaussian noise and \( I \) is the identity matrix of size \( S^2 \times S^2 \). Having obtained the Fisher information, the CRLB is

\[
\text{CRLB}_\theta = \frac{1}{I(\theta)}.
\]

Now, let us assume, a Mills Cross architecture with 20 transmitter and 24 receiver elements with interelement distances, \( d_t = d_r = \lambda/2 \). We also assume that a target is positioned at a 0.5 degree offset with the boresight of the transmitter subarrays. With these assumptions, the CRLB for the standard deviation of the elevation angle estimation errors with respect to SNR, where the number of orthogonal signals, \( S \), is set to 2, is plotted in Fig. 5. This specific Mills Cross setup for which the numerical values of the CRLB is calculated is also the setup for which the underwater field tests described in Section V are carried out.

Comparisons with the conventional system are as follows: for a uniformly illuminated rectangular antenna, the 3–dB beamwidth (in one dimension) is given in [31] as

\[
3\text{–dB beamwidth} = 2 \sin^{-1} \left( \frac{1.44}{\pi D} \right) \approx 0.89 \frac{\lambda}{D}
\]

where \( D \) is the aperture size of the array. Hence, we can say that a uniform linear array (ULA) having 20 elements with the interelement spacing of \( \lambda/2 \), the 3–dB beamwidth is approximately 0.089 radians or 5.1 degrees. For such an array with a conventional Mills Cross architecture, we may expect that the sonar system uses fixed predefined transmit beams separated by this 3–dB beamwidth to search for a target in a 3-D volume. For a small enough target, we may assume that the target will be detected by only one transmit beam and the elevation angle that corresponds to the transmit beam center is assumed as the elevation angle of the target. For instance, 5.1 degrees of beamwidth corresponds to nearly 9 at 100 m distance when the target is close to the boresight in elevation. If the target under concern is a sea mine with a diameter less than a few meters, such a scenario is practical. When the range increases, for smaller beamwidths such an assumption may still be valid. Therefore, we may consider the resolution for elevation angle estimate as the 3–dB beamwidth for comparison with the MIMO case. With this assumption, we can assume that the elevation angle error has a uniform probability distribution between \(-2.55\) and \(+2.55\) degrees for the mentioned array. Hence, the root mean square error for the conventional case can be assumed as \( \sigma_u = \sqrt{(2.55^2/3)} \approx 1.47 \) degrees, which is a value independent of SNR. However, from Fig. 5, we see that the potential estimation accuracy with MIMO techniques is well beyond the conventional approach, especially for high SNR values. Studying feasibility of the mentioned theoretical performance improvement is the main purpose of this article. Additionally, it should be noted that by using MIMO techniques, the target position is estimated on the received data without the need of transmitting additional probing signals to different elevation angles to execute a possibly time consuming
search over a finer grid of transmit beams. Hence, MIMO architecture can also bring some advantages in the beam management/scheduling of the track and search systems.

IV. SPACE-TIME CODING FOR MIMO CONFIGURATION

So far, the transmitted signals are assumed to be perfectly orthogonal, but in practice it is hard to achieve this goal. A highly practical approach to this aim is to divide the available signal bandwidth into several nonoverlapping intervals, possibly with guard intervals in between, and assign unique waveforms covering the spectrum of each interval. This approach clearly satisfies the orthogonality condition at the expense of a reduction in the range resolution of the system. In [24], other approaches, specifically for MIMO sonar systems, are listed as follows.

1) Pseudorandom signals generated by filtering white noise through bandpass filters whose frequency spectra are not overlapping.
2) FM signals with frequency shifts minimizing cross correlations between each other.
3) Binary phase-shift keying modulated Gold sequences.

However, none of the alternatives produce perfectly orthogonal signals as indicated by the orthogonality measures given in [24] which can possibly jeopardize the promised performance improvement described in Section III.

In this article, we evaluate the usage of a space-time coding scheme with complementary codes to achieve the orthogonality requirement of a MIMO sonar system and perform field experiments with the introduced MIMO Mills Cross architecture. In Fig. 6, the concept is illustrated when two different signals are transmitted within two consecutive PRIs. At each receiver there exists a matched filter for each of the transmitted signals. We will show that by adding each matched filter output throughout the successive PRIs, we obtain the channel response $h_{ij}$ by using complementary codes. This process can be expressed as:

$$h_{ij} \sim \sum_k y_{ji,PRI_k}$$  \hspace{1cm} (8)

where $y_{ji,PRI_k}$ represents the matched filter output as shown in Fig. 6. In [29], the use of complementary codes in a pulse-by-pulse basis for MIMO radar is introduced. By assuming there exists only one target and the Doppler shift is negligible, the system model in [29] can be simplified as

$$R = H^T \ast E + N.$$  \hspace{1cm} (9)

Here, $R$ is the receive matrix whose rows represent the receiving antennas, and columns represent the successive PRIs. Similarly, $E$ is the transmitted signal matrix representing the signals transmitted from each antenna for successive PRIs. $N$ is the noise matrix and $H$ is the channel response matrix whose $i$th noise matrix and $H$ is the channel response from the $i$th transmitting antenna to the $j$th receiving antenna. The $\ast$ operator in the model defines matrix convolution. We can process the receive matrix with the matched filter, $E^H$, as [32]

$$E \ast E^H = \gamma I \delta[n]$$  \hspace{1cm} (10)

where $\gamma$ is a constant, $I$ is the identity matrix, and $\delta[n]$ is the delta function. Hence, the observation becomes

$$R \ast E^H = \gamma H^T + N'$$

where

$$N' = N \ast E^H.$$  \hspace{1cm} (11)

Hence, the channel responses for each transmit and receive pair is perfectly separated with some noise which is the goal that we are trying to achieve with the MIMO Mills Cross architecture.

At this point, we may consider Golay complementary sequences to achieve the condition given in (10). According to [32], a pair of sequences $e_1[n]$ and $e_2[n]$ of length $L$ are said to be complementary, if

$$R_{e_1,e_1}[l] + R_{e_2,e_2}[l] = \begin{cases} 2L, & \text{if } l = 0 \\ 0, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (12)

In (12), $R_{e_1,e_1}[l]$ represents the linear convolution of $e_1[l]$ and $e_1^*[l]$, for $l = -L - 1, \ldots, L - 1$ (i.e., autocorrelation function of $e_1[n]$). With this property in mind, we can define our signal matrix $E_{2 \times 2}$ as [32]

$$E_{2 \times 2} = \begin{bmatrix} e_1[n] & -e_2^*[n] \\ e_2[n] & e_1^*[n] \end{bmatrix}.$$  \hspace{1cm} (13)

In (13), each row of the matrix represents the signal to be transmitted from one sensor. At each PRI, one signal set from the columns of $E_{2 \times 2}$ is transmitted. For instance, at the first PRI the first transmit subarray emits $e_1[n]$, whereas the second one emits $e_2[n]$. Hence, (13) represents a $2 \times 2$ scheme where two complementary signals are transmitted from two different sensors in two consecutive PRIs. Now, with the following $E^H_{2 \times 2}$ matrix presented in [32], which represents the matched filters on reception, (10) shall be satisfied:

$$E^H_{2 \times 2} = \begin{bmatrix} e_1^*[n] & e_2^*[n] \\ -e_2[n] & e_1[n] \end{bmatrix}.$$  \hspace{1cm} (14)
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Hence, with the $2 \times 2$ scheme we can partition our conventional Mills Cross architecture into two transmit and two receive subarrays to evaluate MIMO radar/sonar concept by using two consecutive transmissions. The matrices in (13) and (14) can be related with the architecture in Fig. 6 as follows:

$$E_{2 \times 2} = \begin{bmatrix} s_{1,\text{PRI}}[n] & s_{1,\text{PRI}}^*[n] \\ s_{2,\text{PRI}}[n] & s_{2,\text{PRI}}^*[n] \end{bmatrix}$$

$$E_{2 \times 2}^H = \begin{bmatrix} s_{1,\text{PRI}}^*[n] & s_{1,\text{PRI}}[n] \\ s_{2,\text{PRI}}^*[n] & s_{2,\text{PRI}}[n] \end{bmatrix}.$$

If we sum the matched filter outputs as in (8), we obtain the following results after omitting the noise term at the moment

$$\sum_{k} y_{11,\text{PRI}_k} = (h_{11} * e_1[n] + h_{21} * e_2[n]) * e_1^*[n]$$

$$+ (h_{11} * (-e_2^*[n]) + h_{21} * e_1^*[n]))$$

$$* (-e_2[n])$$

$$= h_{11} * R_{e_1,e_1}[n] + h_{11} * R_{e_2,e_1}[n]$$

$$= h_{11} * 2L \delta[n]$$

$$\sum_{k} y_{12,\text{PRI}_k} = (h_{11} * e_1[n] + h_{21} * e_2[n]) * e_2^*[n]$$

$$+ (h_{11} * (-e_2^*[n]) + h_{21} * e_1^*[n])) * e_1[n]$$

$$= h_{21} * R_{e_2,e_1}[n] + h_{21} * R_{e_2,e_2}[n]$$

$$= h_{21} * 2L \delta[n]$$

$$\sum_{k} y_{21,\text{PRI}_k} = (h_{12} * e_1[n] + h_{22} * e_2[n]) * e_1^*[n]$$

$$+ (h_{12} * (-e_2^*[n]) + h_{22} * e_1^*[n]))$$

$$* (-e_2[n])$$

$$= h_{12} * R_{e_2,e_1}[n] + h_{12} * R_{e_2,e_2}[n]$$

$$= h_{12} * 2L \delta[n]$$

$$\sum_{k} y_{22,\text{PRI}_k} = (h_{12} * e_1[n] + h_{22} * e_2[n]) * e_2^*[n]$$

$$+ (h_{12} * (-e_2^*[n]) + h_{22} * e_1^*[n])) * e_1[n]$$

$$= h_{22} * R_{e_2,e_1}[n] + h_{22} * R_{e_2,e_2}[n]$$

$$= h_{22} * 2L \delta[n].$$

Hence, we can obtain the channel response matrix $H$ as in (8). Now, let us inject white Gaussian noise $w_1[n]$ and $w_2[n]$ from receiver-1 and receiver-2, respectively. The autocorrelation functions of $w_1[n]$ and $w_2[n]$ are

$$R_{w_1,w_1}[n] = R_{w_2,w_2}[n] = \delta[n]$$

since $w_1[n]$ and $w_2[n]$ are white. The autocorrelation functions of the noise components after matched filtering can be defined as $R_{w_1,w_j,\text{PRI}_k}[n]$ representing the $i$th noise signal at the output of the $j$th matched filter at PRI$k$. If we sum the noise signals at each matched filter output throughout the successive PRIs in a similar fashion as described with the previous derivations, the autocorrelation functions become

$$R_{w_1,w_j,\text{PRI}_k}[n] + R_{w_1,w_j,\text{PRI}_k}[n]$$

$$= \delta[n] * R_{e_1,e_1}[n] + \delta[n] * R_{e_2,e_2}[n] = 2L \delta[n].$$

Therefore, we can state that after adding the matched filter outputs throughout successive PRIs we obtain again additive white Gaussian noise with the signal components. In other words, $N'$ in (11) is again white Gaussian noise matrix if $N$ in (9) represents additive independent identically distributed white Gaussian noise.

In [29], the $2 \times 2$ scheme presented so far, is further extended to a $4 \times 4$ scheme. It is proven that if the conditions given in [29] are satisfied, perfect separation between channel responses can be achieved with four subarrays in four consecutive PRIs. In the next section, we present the results of a field test to evaluate the performance of a practical MIMO Mills Cross system space-time coded with the complementary sequences.

V. FIELD TESTS

A. Experiment Setup and System Parameters

The test hardware is based on an active sonar system for mine and obstacle avoidance using a Mills Cross type sensor array. After some modifications on the original system, the $2 \times 2$ scheme using complementary codes was developed. The test system includes a transmitter array composed of two 10-element subarrays and a receiving array composed of 24 elements. Since the main purpose of the experiment is estimating the elevation angle, the receiver array was not partitioned into smaller subarrays. The test is conducted in the facilities located at Yalıncak Dam, Middle East Technical University, Ankara shown in Fig. 7. The sensor array was positioned at approximately 4 m depth. Target was positioned 535 cm away from the boresight of the array (at the same depth of 4 m) as illustrated in Fig. 8. The target used for the tests was a scuba diving weight, shown in Fig. 8, with the dimensions of approximately $9 \times 10$ cm.

For the elevation angle measurements, the following binary Golay complementary codewords

$$e_1[n] = \begin{bmatrix} 1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 \end{bmatrix}$$

$$e_2[n] = \begin{bmatrix} 1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 \end{bmatrix}$$

were transmitted in two consecutive PRIs according to the signal matrix $E_{2 \times 2}$ in (13). The chip duration of 0.1 ms,
the carrier frequency of 80 kHz, and the sampling rate of 400 kHz are other system parameters.

B. Elevation Angle Estimation by Relative Position Change

Both the sensor array and target were positioned at 4 m depth, approximately. The positioning is not exact due to the uncontrolled environmental effects such as surface wave and current conditions. First, the initial target position was estimated with the proposed architecture. Then, the target was lifted by 10 cm in the upwards direction, i.e., moved from position 1 to position 2 in Fig. 8. The measurements were repeated for the new position to evaluate if the relative change in target position was estimated correctly by the MIMO system or not. The procedure used for the elevation angle estimation is outlined as a block diagram in Fig. 9.

1) Demonstration of Achieved Orthogonality: The received echoes at each receiving sensor were combined to obtain the beamformed data for each PRI. The beamformer outputs for the first and second PRIs are shown in Figs. 10 and 11 for a typical measurement. These figures indicate the typical signal at the points A and B of the processing chain shown in Fig. 9. Next, the time domain signal was filtered with the corresponding matched filters. Then, the matched filter outputs of the first and second PRIs were summed up. The summation of the matched filter outputs (signals at the points C and D of the processing chain) is shown in Fig. 12.

From Figs. 10 and 11, we observe that the transmitted pulses (complementary codes) of duration 0.8 ms is received with some multipath effects at both PRIs. Once operations of the matched filtering and summation of matched filters for different PRIs are implemented, the resulting signal duration significantly reduces indicating the cancellation effect due to the complementary nature of the codes. Furthermore, the magnitude of the baseband signals after down-conversion (signals at points E and F of the processing chain) is also shown in Fig. 13. From these figures, we can note that the final output gets closer to the ideal delta function as the signal processed through the chain.
side-lobes observed in Fig. 13 can be explained by the imperfections of the setup and also a possible motion of the target between two PRIs.

2) Statistical Evaluation of Estimation Accuracy: 100 successive measurements were made for each position and the statistics of the results are summarized in Table II. The main conclusion that we can derive from Table II is, when the target is moved by 10 cm upwards (from position 1 to position 2 as shown in Fig. 8) this change in target depth at 535 cm distance is estimated as $392.9 - 383.0 = 9.9$ cm which is consistent with the test setup within positioning errors. The histograms of the calculated elevation angles for each position are shown in Figs. 14 and 15. The average SNR for the measurements were calculated on the summations of the matched filter outputs of two successive receptions. The peak values of the matched filters after summation were considered to calculate the average signal power. The noise power was calculated within a small window where the echo signals were minimum at each PRI, and the average noise power value was used to obtain the SNR values.

3) Performance Evaluation With Additive Synthetic Noise: According to the SNR calculations, the ambient noise power at Yalıncak Dam is very low. Synthetic noise was added to the summation of the matched filter outputs of one of the real measurements to evaluate the performance under higher noise conditions. For this purpose, Gaussian noise with zero mean was used and the variance of the noise signal was varied to obtain different SNR values with 1 dB steps. The mean value and the standard deviation of the elevation angle estimates with respect to SNR are shown in Figs. 16 and 17, respectively.
C. Comments on the Test Results

According to the CRLB calculations in Section III, the standard deviation of the error can be reduced to the order of $10^{-3}$ degrees with the SNR values calculated for the tests, but the resulting standard deviations of the elevation estimate are significantly higher. Throughout the tests, as SNR increases there was no significant improvement on the elevation angle estimation error. We conclude that the limiting factor on the elevation estimation error is the unmodeled effects such as the slight motion of the target between the measurements and interference effects. When we inject synthetic noise to one of the measurements, according to the Figs. 16 and 17, the performance degrades for SNR values less than 3 dB. However, for SNR values greater than 3 dB, we obtain better performance when considering the standard deviation of the conventional case which is 1.47 degrees.

We can conclude that the elevation angle estimation with the proposed MIMO techniques has an accuracy that cannot be achieved by the conventional Mills Cross structure provided that SNR is sufficiently high. A conventional structure with the parameters matching the field test setup has a 3-dB beamwidth of 5.1 degrees. For the target localization experiments mentioned so far, the conventional system cannot discriminate the displacement of the target and would point at the same elevation location at all experiments.

VI. CONCLUSION

The motivation behind this work is mainly to use MIMO techniques with a Mills Cross architecture to achieve higher accuracy in DOA angle estimation along the dimension on which the transmitter array extends. To achieve the theoretical performance gains of the MIMO system, Golay complementary codes are used at successive PRIs. When the target position in elevation is roughly determined by conventional methods, the procedure introduced in this work can be applied to achieve an accurate elevation angle estimation. If a conventional Mills Cross sonar system is capable of transmitting independent signals concurrently, the MIMO mode can be implemented as an additional capability for the system. For the success of the MIMO mode, when using complementary codes in successive PRIs, the main assumption is the stationarity of the channel. In other words, we assume that the positions of the sensor array and the target along with the underwater conditions remain the same during the consecutive PRIs. This assumption can also be satisfied when the relative displacement of sensor or target is negligible. Detection of mines and other obstacles with a slowly moving platform in short ranges suits well to this scenario.
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