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Abstract—We propose a feedback quantization scheme for downlink multiuser diversity systems. The scheme is designed for heterogeneous users, i.e., users operating under different levels of mean signal-to-noise ratio (SNRs). The proposed scheme equally distributes the channel access time to user clusters and, at the same time, maximizes the sum-rate capacity under equal-channel-access-time constraint. The method is compared to a normalized SNR scheduler, full-feedback scheduler, and finite-rate feedback scheduler without fairness consideration to illustrate the performance gaps between different modes of operation.
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I. INTRODUCTION

Multiuser diversity can yield a significant system-wide throughput for systems containing many users operating under severe channel fluctuations [1]–[3]. Channel fluctuations can be due to fading, as in Rayleigh-fading channels, or can artificially be generated by introducing some randomness at the transmitter side, as in opportunistic communication [3]. Irrespective of how channel fluctuations arise, multiuser diversity utilizes the diversity of signal-to-noise ratios (SNRs) across the system by scheduling the best user in the system at all times. This approach has been shown to maximize the sum rate of the system [1], [2].

In this paper, we focus on the feedback reduction and fairness issues of multiuser diversity systems. The goal of multiuser diversity systems is to provide service to the best user (i.e., the user with the highest SNR) among all users. To achieve this goal, users need to estimate the channel and feed back their SNR values to the base station [3]. In practice, the instantaneous SNR of the users has to be quantized to finitely many levels.

Different schemes for SNR quantization have been studied in the literature. In [4]–[6], the effect of the number of quantization bits on throughput and delay has been studied. In [7], the probability of incorrect identification of the best user and its effect on throughput has been studied. In [8], the quantization levels to maximize system throughput have been given for homogeneous users, i.e., when all users have the same mean SNR value. In [9], different schemes for homogeneous users have been compared. Different from existing studies in the literature, we present a quantized feedback system for users with varying levels of mean SNR, i.e., heterogeneous users.

Fairness is another issue of concern for multiuser diversity systems. When users admitted in the system have significantly different levels of mean SNR, multiuser diversity schemes naturally favor users with high mean SNR values over those with low mean SNR values. It should be noted that the fairness and sum-rate maximization goals are antithetical. Therefore, joint optimization of both criteria is not possible. However, in practice, it is desirable to present a service guarantee to the users admitted in the system. As an example, consider two groups of users, each having ten users; the first group has a mean SNR of 5 dB, whereas the second group has 10-dB mean SNR. When the sum-rate maximization goal is exercised, the group with the lower mean SNR value receives very little service. On the opposite extreme, when all users are scheduled on a round-robin basis, the channel access time is equally distributed among the users, but the system operates at a poor cumulative throughput. A reasonable leverage between throughput and fairness goals is desirable.

In this paper, we propose a clustering-based scheduling method. The system is designed by imposing a constraint, which introduces fairness in the channel utilization time of clusters. The fairness criteria studied in this paper is the egalitarian distribution of channel access time among the clusters. This goal allows concurrently setting data services with different qualities of service requirements, which are called differentiated services. By adjusting the parameters of the system (under the fair channel utilization constraint), the sum capacity is maximized. The system operates as follows: The users are first grouped into clusters. The users of each cluster are given a set of thresholds for quantization of their instantaneous SNR levels. Users quantize and feed the instantaneous SNR levels back to the base station. After reception of feedback from all users, the base station schedules service in two stages. In the first stage, the base station randomly selects a cluster among the best clusters. Then, the base station selects a user among the best users in the selected cluster. The details of the process are explained in the next section. The thresholds of each cluster are adjusted, so that the probability of having one or more users exceeding the kth threshold of each cluster is the same. This constraint establishes the fairness leg of the scheme. The sum-rate maximization goal is achieved by optimizing over the probability value for exceeding the kth threshold. With this scheme, the channel access times or channel utilization of each cluster is guaranteed to be the same. The system is shown to operate at a significantly higher throughput over the round-robin system.

This paper is organized as follows: Section II describes the system model and the proposed method. Section III describes the method for the threshold selection and explains how the tradeoff between fairness and throughput is resolved according to the proposed methodology. Section IV presents the results of numerical comparisons, and this paper concludes with discussions and further remarks.

II. SYSTEM MODEL

We assume that users have Rayleigh-fading channels with possibly different mean SNR values. The SNR of each user is denoted by $\gamma$ and taken as exponentially distributed. The cumulative distribution function for SNR is then $F_\gamma(\gamma) = 1 - e^{-\gamma/\bar{\gamma}}$, where $\bar{\gamma}$ is the mean value. We assume that the system contains $T$ clusters. Cluster-(t) contains $M^{(t)}$ users, and all users in a cluster are assumed to be independent and identically distributed, i.e., the users have the same mean SNR, which is denoted by $\bar{\gamma}^{(t)}$. As in [4] and [8], the aggregate capacity is calculated with the assumption that the users are to transmit with the rate of $\log_2(1 + \gamma)$.

The base station assigns $K - 1$ thresholds to each cluster, as shown in Fig. 1. Users in a cluster quantize their instantaneous SNR values according to the thresholds ($q_k$’s) and feed the result back to the base station. The quantization thresholds required by the users are
calculated by the base station using the proposed technique and announced to the users.

Upon reception of the quantized instantaneous SNR values, the base station operates as given here.

1) The base station examines the received feedback from all users and determines the users with the largest quantized SNR value. We call the users declaring the largest quantized SNR level in a time slot as the best users of that slot.

2) The base station constructs the list of clusters that the best users belong to.

3) The base station randomly selects (with equal probability) a cluster from the cluster list constructed in step 2.

4) The base station randomly selects (with equal probability) one of the best users in the cluster selected in step 3 and schedules service to this user.

We present the following example to illustrate the scheme. A system with four clusters each using a single threshold is shown in Fig. 2. The users with the labels A – G are candidates for the service, i.e., these users form the set of best users. The base station randomly selects one cluster among the first, second, and fourth clusters, and then randomly selects one of the best users from the selected cluster. It should be noted that, if the fourth cluster is selected, then user G surely receives the service since there is no other user competing for the service in this cluster. Note that the users of the proposed system are not aware of the clusters that they belong to, but they only need the assigned threshold values to implement the scheme.

We present a method for the selection of thresholds under this regime. Different from existing methods in the literature, the proposed method is explicitly designed for heterogeneous users. Our goal is to design a method that benefits from multiuser diversity and, at the same time, has a service guarantee that can be given to each user. With the proposed system, the thresholds are selected such that the clusters have equal channel access times and each user in each cluster takes an equal share of cluster channel access time.

III. FAIR SCHEDULING WITH THROUGHPUT MAXIMIZATION

We examine the fairness issue first. Following the discussion of fairness, the sum-rate maximization goal is described.

**Fairness**: We focus on cluster-(t), whose quantization levels are illustrated as in Fig. 1. First, we define the no-feedback event. Cluster-(t) is in the no-feedback state when all of its users have instantaneous SNR that is smaller than the first threshold. The probability of this event is denoted by \( P_{01} \), i.e.,

\[
P_{01} = \left[F_{\gamma(t)}(q_{1}^{(t)})\right]^{M_{(t)}}
\]

(1)

It can be noted that the no-feedback event is equivalent to the event of the maximum SNR value of \( M_{(t)} \) users in cluster-(t) being less than \( q_{1}^{(t)} \). It can also be noted that a given \( P_{01} \) value uniquely determines \( q_{1}^{(t)} \) through the relation

\[
q_{1}^{(t)} = -\gamma^{(t)} \ln \left(1 - (P_{01})^{1/M_{(t)}}\right).
\]

(2)

The single-threshold scheme with two quantization levels \( Q_{0}^{(t)} \) and \( Q_{1}^{(t)} \), as shown in Fig. 1, using the proposed methodology, can be designed as follows: We impose a fixed no-feedback probability value to each cluster. By setting the no-feedback probability to a fixed value (i.e., \( P_{01} = 0.3 \)), the maximum SNR value of each cluster has the same probability to fall in the first interval \( Q_{0}^{(t)} \) shown in Fig. 1. According to the proposed method, the base station randomly selects a cluster from the list of best clusters (step 3 of the method); therefore, the channel utilization of each cluster is the same for all clusters. This constraint provides the fairness leg of the system in terms of cluster access probabilities.

Note that it is possible to define other tradeoffs to resolve the conflict between fairness and sum-capacity goals. With the proposed system, the channel access times of each cluster are guaranteed to be the same in the long run. Provided that each cluster contains the same number of users, the channel utilization of each user in all clusters is also the same. It should be noted that any value for the no-feedback probability (instead of \( P_{01} = 0.3 \)) can be used without any change in the fairness argument.

The freedom in the choice of \( P_{01} \) can be used to optimize the sum capacity. This results in a single-variable optimization problem, which can be written as follows:

\[
\hat{P}_{01} = \arg \max_{P_{01}} C_{\text{sum}}(P_{01}) \quad \text{subject to} \quad 0 \leq P_{01} < 1.
\]

(3)

Here, \( C_{\text{sum}} \) is the sum capacity of the system whose derivation is given after the conclusion of the fairness discussion.

When a second threshold \( q_{2}^{(t)} \) is added to the system, the number of quantization levels increases to three, i.e., \( Q_{0}^{(t)} \), \( Q_{1}^{(t)} \), and \( Q_{2}^{(t)} \).
We denote the probability of the maximum instantaneous SNR of cluster-(i) falling in the interval \([q_1^{(i)}, q_2^{(i)}]\) as \(P_{12}\), i.e.,

\[
P_{12} = \left[ F_{\Gamma^{(i)}} \left( q_2^{(i)} \right) \right]^{M^{(i)}} - \left[ F_{\Gamma^{(i)}} \left( q_1^{(i)} \right) \right]^{M^{(i)}} = \left[ 1 - e^{-q_2^{(i)}/\tau^{(i)}} \right]^{M^{(i)}} - \left[ 1 - e^{-q_1^{(i)}/\tau^{(i)}} \right]^{M^{(i)}}. \tag{4}
\]

As before, we propose to fix \(P_{12}\) to a constant value across the clusters. The second threshold can be calculated from (4) as follows:

\[
q_2^{(i)} = -\tau^{(i)} \ln \left( 1 - (P_{01} + P_{12})^{1/M^{(i)}} \right). \tag{5}
\]

It can be noted from (2) and (5) that threshold calculations are coupled. In other words, \(P_{01}\) affects both the first and second thresholds. The coupling of coefficients significantly complicates the optimization procedure. To simplify the optimization process, we use a suboptimal term-by-term optimization procedure. We first find the optimal threshold for the single-threshold case by solving (3) and then substitute the optimal value found (\(\tilde{P}_{01}\)) in the optimization problem having two thresholds

\[
\tilde{P}_{12} = \arg \max_{P_{12}} \left\{ C_{\text{sum}} \left( \tilde{P}_{01}, \tilde{P}_{12} \right) \right\}
\]

subject to \(0 \leq P_{12} < 1 - \tilde{P}_{01}. \tag{6}
\]

It should also be noted that the optimization problem described by (3) and (6) is a simple one-variable optimization problem over a finite interval. Simple line search techniques, such as the bisection rule in a finite interval, are sufficient to find the optimal value. Once the optimal probability values are found, the thresholds are calculated using (2) and (5). This simple approach is in contrast with the significantly more difficult numerical optimization problem for thresholds over a semi-infinite interval of \([0, \infty)\).

\textbf{Sum-Capacity Relation:} Let cluster-(r) be the reference cluster, \(r \in \{1, 2, 3, \ldots, T\}\), \(R^{(r)}\) be the event in which a user (called reference user) in the reference cluster is receiving the service when there are no other clusters in the system, and \(\Gamma^{(r)}\) be the random variable for the instantaneous SNR of the reference user. The probability of the reference user in the reference cluster with the instantaneous SNR in the \(k\)th quantization level to receive the service in the absence of other clusters is then

\[
\Pr \left( R^{(r)} \text{ and } \Gamma^{(r)} \in Q_k^{(r)} \right) = \frac{m^{(r)} - 1}{M^{(r)} + 1} \left[ \Pr \left( \Gamma^{(r)} \in Q_k^{(r)} \right) \right]^{m^{(r)} - 1}
\]

where

\[
\Pr \left( \Gamma^{(r)} \in Q_k^{(r)} \right) = F_{\Gamma^{(r)}} \left( q_k^{(r)} \right) - F_{\Gamma^{(r)}} \left( q_k^{(r)} \right). \tag{8}
\]

The variable \(m^{(r)}\) in (7) is the number of cluster-(r) users, in addition to the reference user, that are in the same interval as the reference user. \(M^{(r)}\) is the total number of users in cluster-(r).

When there are other clusters competing with cluster-(r), the probability of service for the reference user changes as follows: Assume that there is a competing cluster, which is denoted by cluster-(i), and let \(I_k^{(i)}\) be an indicator function taking values 0 or 1. \(I_k^{(i)}\) takes the value of 0, when all users in cluster-(i) have SNRs that are less than the \(k\)th quantization level of cluster-(i). In this case, none of the cluster-(i) users presents a competition to the reference user. The probability of this event is given as follows:

\[
\Pr \left( I_k^{(i)} = 0 \right) = \left[ \Pr \left( \Gamma^{(i)} \in \bigcup_{l<k} Q_l^{(i)} \right) \right]^{M^{(i)}-m^{(i)}}. \tag{10}
\]

The indicator function \(I_k^{(i)}\) takes the value of 1 when at least one user of cluster-(i) has SNR value falling in the interval \(Q_k^{(i)}\). In this case, there is at least one competing party from cluster-(i) for the service. The probability of this event is

\[
\Pr \left( I_k^{(i)} = 1 \right) = \sum_{m^{(i)}=1}^{M^{(i)}} \left( \frac{M^{(i)} - m^{(i)}}{M^{(i)}} \right) \Pr \left( \Gamma^{(i)} \in Q_k^{(i)} \right)^{m^{(i)} - 1} \times \Pr \left( \Gamma^{(i)} \in \bigcup_{l<k} Q_l^{(i)} \right)^{M^{(i)}-m^{(i)}}. \tag{11}
\]

If event \(A\) is defined as scheduling the service to the reference user, the probability of \(A\) when the user has instantaneous SNR falling in the \(k\)th quantization level can then be calculated as follows:

\[
\Pr \left( A | \Gamma^{(r)} \in Q_k^{(r)} \right) = \Pr \left( R^{(r)} \text{ and } \Gamma^{(r)} \in Q_k^{(r)} \right) \frac{1}{\sum_{i=0}^{1} I_i^{(1)} \times \ldots \times \sum_{i=r-1}^{1} I_i^{(r-1)}} \times \left( \Pr \left( I_k^{(i)} = 1^{(i)} \right) \times \ldots \times \Pr \left( I_k^{(r-1)} = 1^{(r-1)} \right) \times \sum_{i=(r+1)}^{1} I_i^{(r+1)} \times \ldots \times \sum_{i=(T)}^{1} I_i^{(T)} \right) \left( \Pr \left( I_k^{(T)} = 1^{(T)} \right) \right) \left( 1 + \sum_{i=1}^{T-1} I_i^{(z)} \right) \right). \tag{12}
\]

Note that (12) exhaustively counts all possible ways of the reference user receiving service in the presence of \(T-1\) competing clusters.

Equipped with the probability of receiving service for the reference user, we can immediately write the following capacity relation for the
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for the systems without fairness consideration (full-feedback method and 1-bit feedback without fairness consideration), the stronger cluster monopolizes the channel utilization, and the users of a weak cluster can receive very little service. The proposed system assigns an equal time share to both clusters by design and presents a significantly improved overall throughput. This figure clearly illustrates the service time fairness of each cluster when the proposed method is utilized and loss of fairness in the sense of cluster service time for various other scenarios. Further comparisons can be found in [10].

On the clustering process: The proposed method aims to set the feedback thresholds, so that the channel access times are equally distributed among the clusters. As an illustrative example, let us assume that there are six users with different mean SNR values in the system. When six users are assigned to six different clusters (with one user per cluster), then the proposed method equally distributes the channel access time for each user. Placing a single user in cluster-1 and the rest in cluster-2 results in 50 channel access time for user-1 and 12.5 channel access time for the other users. Such an operation allows concurrently setting services with different quality-of-service requirements.

In this paper, we have presented a practical feedback quantization scheme to realize fair scheduling with throughput maximization. Different from various methods in the literature, the case of heterogeneous users having different levels of mean SNR has been examined. With the proposed method, the quantization thresholds have been selected such that the user clusters have equal channel access time and each user in each cluster takes an equal share of the cluster channel access time. Under this condition, the parameters of the system are optimized to provide the maximum sum rate. It has been shown that the system provides a significant gain over round-robin system and provides a gain comparable to the systems that do not consider fairness in their designs.

The proposed system can also be used to provide different levels of quality of service to a group users by adjusting the population of each cluster. When there are five users with the same or close-enough mean SNR values, placing each user in a cluster results in an equal distribution of channel access time for each user. Placing a single user in cluster-1 and the rest in cluster-2 results in 50 channel access time for user-1 and 12.5 channel access time for the other users. Such an operation allows concurrently setting services with different quality-of-service requirements.
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