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In order to determine the course content and prepare these lecture notes, I mainly
used the classic textbook of Folland [Fol99] which I also listed as the textbook for
the course. The aim of the course was to fully or partly cover Sections §1.1, 1.2,
1.3, 1.4, 1.5, 2.1, 2.2, 2.3, 2.4, 2.5, 3.1 and 3.2 of Folland’s book [Fol99]. However,
I also covered some additional material which I think is of importance.

Besides [Fol99], I also listed the supplementary resources [Coh93] and [Bog07],
whose e-book versions can be downloaded from this link and this link respectively.
Indeed, I occasionally followed [Coh93] to cover certain topics. During the lec-
tures, besides what is included here, many additional instructional examples were
considered, some of which unfortunately could not make it into these lectures notes.

0. Prelude

0.1. Why is Riemann integral not sufficient? One is usually exposed to in-
tegration theory for the first time via Riemann integrals, which, for most purposes
in practice, are sufficient.

On the other hand, if one does more theoretical (and serious) mathematics, then
one realizes that the Riemann integral lacks various “nice” properties, which one
usually wishes to have. To illustrate such this, let us first recall the definition of
Riemann integrability.

Given a compact interval [a, b] and a bounded function f : [a, b] → R, we say
that f is Riemann integrable over [a, b] if and only if

inf{U(f, P ) : P is a partition of [a, b]} = sup{L(f, P ) : P is a partition of [a, b]}

where, for a partition P = {tk : 0 ≤ k ≤ n} of [a, b] with a = t0 < t1 < · · · < tn = b,
we write ∆tk = (tk − tk−1) and

U(f, P ) =

n∑
k=1

(
sup

x∈[tk−1,tk]

f(x)

)
·∆tk and L(f, P ) =

n∑
k=1

(
inf

x∈[tk−1,tk]
f(x)

)
·∆tk

It is a standard calculus fact that any continuous function is Riemann integrable
over a compact interval. Unfortunately, working only with continuous functions is
too restrictive if we are to do more than computing areas of plane regions.

To see an example of a non-Riemann integrable function, set A = Q ∩ [0, 1] and
consider the characteristic function χA : [0, 1] → R defined by

χA(x) =

1 if x ∈ A

0 if x /∈ A

Since rational and irrational numbers are both dense sets in R, a moment’s thought
reveals that U(χA, P ) = 1 and L(χA, P ) = 0 for any partition P of [0, 1]. It follows
that χA is not Riemann integrable over [0, 1].

Let us now enumerate A, say, A = {ai : i ∈ N} and set An = {ai : 0 ≤ i ≤ n}. On
the one hand, the characteristic functions χAn

: [0, 1] → R are Riemann integrable

https://link.springer.com/book/10.1007%2F978-1-4614-6956-8
https://link.springer.com/book/10.1007%2F978-3-540-34514-5
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over [0, 1] and indeed ∫ 1

0

χAn
(x)dx = 0

On the other hand, for every x ∈ [0, 1], we have that lim
n→∞

χAn
(x) = χA(x) but

lim
n→∞

∫ 1

0

χAn
(x)dx ̸=

∫ 1

0

lim
n→∞

χAn
(x)dx =

∫ 1

0

χA(x)dx

as the right-hand side does not even exist. In other words, one cannot simply
interchange limit and the Riemann integral, even if the functions whose limit is to
be taken converge in a “nice” (for example, monotone) way.

We wish to build a better theory of integration where one can pull off such tricks.
What should be our starting point? Since the last obstacle we just had arose from
integrals of characteristic functions, maybe we should take care of these first. Let
A ⊆ R be an arbitrary set. What should

∫
χA be?

Let us take a look at what we already have. In the case that A is an interval,
we have that the Riemann integral

∫
χA(x)dx is the length of A. We also want our

to-be-defined-later integral to extend the Riemann integral. This means that we
should come up with an integration method such that

∫
χA is the “length” of A for

any subset of R. How can one “measure the lengths” of arbitrary subsets of R?

0.2. To be measurable or not to be measurable, that is the question. We
wish to have a method of measuring the lengths (areas, volumes etc.) of all subsets
of Rn. Such a method would be a function µ : P(Rn) → [0,+∞]. Let us focus on
the case n = 1 for simplicity.

What are our expectations from such a function? For the purposes of doing
calculus, we want µ : P(R) → [0,+∞] to be such that

a. If {Ai : i ∈ N} are disjoint subsets of R, then µ (
∪∞

i=0Ai) =
∑∞

i=0 µ(Ai).
b. µ(A) = µ(x+A) for any x ∈ R and A ⊆ R.
c. µ((a, b)) = b− a for any a, b ∈ R with a ≤ b.

The property (a) is called σ-additivity. If one replaces the countable collection of
sets in (a) by a finite collection of sets, then the corresponding property is called
finite additivity. The property (b) is called translation-invariance.

In other words, we wish to have a map µ : P(R) → [0,+∞] which is σ-additive,
translation-invariant function and assigns closed intervals their lengths. Unfortu-
nately, one cannot always get what one wants.

Theorem 1 (Vitali). There does not exist a σ-additive translation-invariant map
µ : P(R) → [0,+∞] such that 0 < µ([0, 1)) < +∞.

Proof. Assume that there exists such a map µ. Consider the action of Z on [0, 1)

given by n ·x = (n
√
2+x (mod 1)). Note that this action is free, that is, m ·x = n ·x

implies that m = n. This is true because if m·x = n·x, then (m−n)
√
2 ≡ 0 (mod 1),

which, together with the irrationality of
√
2, implies that m = n.
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Using the axiom of choice, one can show that there exists a transversal set
T ⊆ [0, 1) for the orbit equivalence relation of the action Z y [0, 1). Since the
action is free, the translates of the transversal of its orbit equivalence relation are
disjoint, that is, n · T ∩m · T = ∅ whenever m ̸= n. It follows that

[0, 1) =
⊔
n∈Z

n · T

Note that, since µ is translation-invariant and σ-additive, we have µ(T ) = µ(n · T )
for any n ∈ Z. It then follows from the properties of ν that

+∞ > µ([0, 1)) = µ

(⊔
n∈Z

n · T

)
=
∑
n∈Z

µ(n · T ) =
∑
n∈Z

µ(T ) > 0

which is a contradiction as there can be no such number µ(T ). Therefore, there
exists no such function µ. �

The idea in this proof is due to Vitali and is usually carried out by the action
of Q on R via left-translation. The corresponding transversal sets are called Vitali
sets and have to be “non-measurable” just like the set T in the proof above.

Now that we know there can be no such function µ, the next step will be to
find the guilty. The properties (b) and (c) are indispensable if one is to have
a geometrically meaningful theory of integration. Thus we may try to relax the
property (a). In order to carry out basic calculus, say, to split an integral as∫ b

a
=
∫ c

a
+
∫ b

c
, the best one can demand is to relax σ-additivity to finite additivity.

It is a remarkable fact that the Hahn-Banach theorem implies that, for n = 1

(respectively, n = 2), there does exist a finitely additive isometry-invariant function
µ : P(Rn) → [0,+∞] which assigns closed intervals (respectively, closed rectangles)
their lengths (respectively, their areas.)

A more remarkable fact is that this cannot be done in higher dimension. The
Banach-Tarski theorem states that a unit closed ball in R3 can be partitioned into
five pieces so that one can obtain two unit closed balls by applying translations
and rotations of R3 to these pieces. Consequently, there can be no such finitely
additive measure µ for n = 3. (See [Wag93] for an excellent monograph on this
theorem and related topics.) Therefore, that we cannot measure all subsets of Rn in
a meaningful way is not due to strong additivity assumptions. What is the problem
then?

Maybe we should not demand to measure all subsets of Rn but only demand
to measure a reasonably rich collection of subsets that actually arise in mathemat-
ics. This brings us to the notions of an algebra and σ-algebra, which will be the
collections of sets that we are going to measure.
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1. Algebras

1.1. Algebras and σ-algebras. Let X be a non-empty set. An algebra on X is a
collection A ⊆ P(X) such that

• ∅ ∈ A.
• A is closed under complements, that is, if A ∈ A, then Ac = X−A ∈ A.
• A is closed under finite unions, that is, ifA1, . . . , An ∈ A, then

∪n
i=1Ai ∈ A.

It is easily seen that an algebra on X also contains X, is closed under finite intersec-
tions as

∩n
i=1Ai = (

∪n
i=1A

c
i )

c and is closed under set differences as A−B = A∩Bc.
A σ-algebra on X is an algebra which is also closed under countable unions, that
is, A ⊆ P(X) is a σ-algebra if

• ∅ ∈ A,
• A ∈ A implies Ac = X−A ∈ A, and
• A1, A2, · · · ∈ A implies

∪∞
i=1Ai ∈ A.

Algebras (respectively, σ-algebras) will later serve as the domains of “measures”.
This is why we expect these collections to be closed under finite and countable
unions respectively. More precisely, the domain of a finitely (respectively, σ-
)additive measure should be closed under finite (respectively, countable) unions.

Suppose that A is an algebra which is closed under disjoint countable unions.
We claim that A is indeed a σ-algebra. Let A1, A2, · · · ∈ A. Set B1 = A1 and
Bk = Ak −

∪k−1
n=1An for k ≥ 2. Since A is an algebra, we have that Bk ∈ A for all

k ≥ 1. Moreover,
∪∞

k=1Ak =
∪∞

k=1Bk ∈ A. Therefore A is closed under countable
unions and hence, is a σ-algebra.

Here are some examples of σ-algebras on a set X.
• A = P(X).
• A = {∅,X}.
• A = {∅, A,B,X} where {A,B} is a partition of X.
• A = {A ⊆ X : A or Ac is uncountable}.

Next will be introduced the notion of a generating set of a σ-algebra. In order
to define this, we need the following proposition.

Proposition 1. Let X be a non-empty set and let {Ai}i∈I be σ-algebras on X.
Then

∩
i∈I Ai is a σ-algebra on X.

Proof. Clearly ∅ ∈
∩

i∈I Ai since ∅ ∈ Ai for every i ∈ I. Let A,A1, A2, · · · ∈∩
i∈I Ai. Then, by definition, A,A1, A2, · · · ∈ Ai for every i ∈ I. Since Ai is a

σ-algebra for every i ∈ I, we have that Ac ∈ Ai and
∪∞

n=1An ∈ Ai for every i ∈ I.
Thus Ac ∈

∩
i∈I Ai and

∪∞
n=1An ∈

∩
i∈I Ai. �

Given E ⊆ P(X), define

M(E) =
∩

{A ⊆ P(X) : E ⊆ A and A is a σ-algebra}
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Since there always exists a σ-algebra containing E , namely, P(X), the collection on
the right-hand side is non-empty and hence its intersection is defined. The collection
M(E) is a σ-algebra by Proposition 1. The σ-algebra M(E) is the smallest σ-algebra
containing E and is called the σ-algebra generated by E .

Observe that, for any E ,F ⊆ P(X), if E ⊆ M(F), then M(E) ⊆ M(F) since
M(F) is a σ-algebra. This basic observation provides us a way to show that σ-
algebras generated by two distinct sets are the same: If every element in one of
the sets is in the σ-algebra generated by the other set, then these sets generate the
same σ-algebra.

We shall now introduce a class of σ-algebras that are of most importance for this
course. Let X be a topological space. The Borel σ-algebra of X, shown by B(X),
is the σ-algebra generated by the open sets of X. The elements of B(X) are called
the Borel sets of X.

One may think that this definition, although pretty basic, is somewhat implicit
in the sense that it does not tell one how to obtain Borel sets. How does the class
of Borel sets of a topological space look like?

1.2. The Borel hierarchy. In this subsection, we shall stratify the Borel σ-algebra
of a metrizable topological space. Due to the nature of our construction, the reader
is expected to be familiar with ordinals and transfinite recursion. Those who are
not well-read in set theory may skip this subsection for it will not play a crucial
role in the remaining of these notes.

Let X be a metrizable topological space. For every countable ordinal 1 ≤ α < ω1,
we define the following collections of subsets of X by transfinite recursion:

• Σ0
1 = {U ⊆ X : U is open},

• Π0
α = {Sc : S ∈ Σ0

α} and ∆0
α = Σ0

α ∩Π0
α for every 1 ≤ α < ω1, and

• Σ0
α = {

∪
n∈NAn : An ∈ Π0

γn
, 1 ≤ γn < α, n ∈ N} for every 1 < α < ω1.

The sets in ∆0
1, Σ0

1, Π0
1, Σ0

2 and Π0
2 are classically called the clopen, open, closed,

Fσ and Gδ subsets of X respectively.

Lemma 1. Σ0
α,Π

0
α ⊆ ∆0

α+1 for every 1 ≤ α < ω1.

Proof. We shall prove this by transfinite induction on α ≥ 1. That Π0
1 ⊆ Σ0

2

(and hence Σ0
1 ⊆ Π0

2) follows from the definition and that Π0
1 ⊆ Π0

2 (and hence
Σ0

1 ⊆ Σ0
2) follows from the metrizability of X. Thus the claim holds for α = 1.

Now, let 1 < α < ω1 and assume that the claim holds for all ordinals 1 ≤ θ < α.
We wish to show that the claim also holds for α.

Let A ∈ Σ0
α. Then A =

∪
n∈NAn for some An ∈ Π0

γn
and some 1 ≤ γn < α. By

inductive assumption, An ∈ Π0
γn

⊆ ∆0
γn+1 ⊆ Π0

γn+1 for all n ∈ N. Thus, we have
that A =

∪
n∈NAn ∈ Σ0

α+1. This shows that Σ0
α ⊆ Σ0

α+1 and hence Π0
α ⊆ Π0

α+1.
By definition, we already have that Π0

α ⊆ Σ0
α+1 and hence Σ0

α ⊆ Π0
α+1. These

together imply that Σ0
α,Π

0
α ⊆ ∆0

α+1 which completes the transfinite induction. �
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As a consequence of Lemma 1, these point classes can be pictured as follows,
where every class in the diagram is a subset of the classes on right of it.

Σ0
1 Σ0

2 Σ0
3 . . . Σ0

α

∆0
1 ∆0

2 ∆0
3 . . . ∆0

α α < ω1

Π0
1 Π0

2 Π0
3 . . . Π0

α

We shall now show that the Borel σ-algebra of X is the union of these point classes
and these point classes together form what is known as the Borel hierarchy of X.

Theorem 2. B(X) =
∪

1≤α<ω1

Σ0
α =

∪
1≤α<ω1

Π0
α =

∪
1≤α<ω1

∆0
α.

Proof. We will first prove by transfinite induction that Σ0
α ⊆ B(X) for 1 ≤ α < ω1.

The claim is clearly true for α = 1. Now, let 1 < α < ω1 and assume that the
claim holds for all ordinals 1 ≤ θ < α. Let A ∈ Σ0

α. Then A =
∪

n∈NAn for some
An ∈ Π0

γn
and some 1 ≤ γn < α. By inductive assumption, Ac

n ∈ Σ0
γn

⊆ B(X) for
all n ∈ N and, B(X) being a σ-algebra, we have that A ∈ B(X). Hence the claim
holds for α. Thus, by transfinite induction,

∪
1≤α<ω1

Σ0
α ⊆ B(X).∪

1≤α<ω1
Σ0

α is clearly closed under complementation and contains ∅. To show
that it is a σ-algebra, let A1, A2, · · · ∈

∪
1≤α<ω1

Σ0
α. Then, for every k ∈ N+, there

exists 1 ≤ αk < ω1 such that Ak ∈ Σ0
αk

. Since ω1 is a regular cardinal, we have
that sup{αk : k ∈ N+} = θ < ω1. It follows that Ak ∈ Σ0

θ for all k ∈ N+ and hence
A =

∪∞
k=1Ak ∈ Σ0

θ as Σ0
α are closed under countable unions. Thus

∪
1≤α<ω1

Σ0
α

is a σ-algebra. Since it contains the open sets of X by definition, we have that
B(X) ⊆

∪
1≤α<ω1

Σ0
α, which completes the proof of the first equality. The other

equalities easily follow from the first one by Lemma 1. �

It is a well known and non-trivial fact that, for an uncountable Polish space, i.e.
a separable completely metrizable topological space, the Borel hierarchy does not
“collapse” in the sense that Σ0

α ̸= Σ0
α+1. We refer the curious reader to [Kec95] for

a general background in descriptive set theory, which, in the broadest sense, is the
study of the structure of Borel (and projective) sets of Polish spaces.

An immediate consequence of Theorem 2 is that the cardinality of B(R) is the
same as that of R. Let us denote the cardinal |R| by c and call it the continuum.

Theorem 3. |B(R)| = c.

Proof. We shall prove by transfinite induction that |Σ0
α| = c for every 1 ≤ α < ω1.

We will first prove this claim for α = 1. The map x 7→ (0, x) from R to Σ0
1 is

clearly injective and hence c ≤ |Σ0
1|. To show the converse inequality, let (qi)i∈N

be an enumeration of Q. Since Q is dense in R, for every open set O ⊆ R and
every x ∈ O, one can choose qx,O, rx,O ∈ Q such that x ∈ B(qx,O, rx,O) ⊆ O.
Then we have that O =

∪
x∈O B(qx,O, rx,O). Since there are countably many pairs
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of the form (qx,O, rx,O), one can replace this union by a countable union of the
form O =

∪
i∈NB(qkO

i
,qlOi

) for some sequences (kOi )i∈N, (l
O
i )i∈N ∈ NN. For each

open O ⊆ R, choose such sequences (qkO
i
)i∈N, (qlOi

)i∈N in QN and consider the map
O 7→ ((qkO

i
)i∈N, (qlOi

)i∈N) from Σ0
1 to QN × QN. This map is clearly injective and

hence |Σ0
1| ≤ |QN ×QN| = c. This completes the proof that |Σ0

1| = c.
Now let 1 < α < ω1 and assume that the claim holds for all 1 ≤ θ < α. Since

Σ0
1 ⊆ Σ0

α, we have that c = |Σ0
1| ≤ |Σ0

α|. By definition, for every A ∈ Σ0
α, we have

that A =
∪

n∈NAn for some 1 ≤ γn < α and some An ∈ Π0
γn

. For every A ∈ Σ0
α,

choose such An and consider the map

A 7→ (An)n∈N from Σ0
α to

 ∪
1≤θ<α

Π0
θ

N

This map is clearly injective. Moreover, by inductive assumption, we have that
|Π0

θ| = |Σ0
θ| = c for every 1 ≤ θ < α and hence the cardinality of

(∪
1≤θ<α Π0

θ

)N
is

less than or equal to

(c · |α|)ℵ0 = max{c,ℵ0}ℵ0 = (2ℵ0)ℵ0 = 2ℵ0·ℵ0 = 2ℵ0 = c

It follows that |Σ0
α| ≤ c, which completes the inductive step. Thus, by transfinite

induction, we have that |Σ0
α| = c for every 1 ≤ α < ω1. Now, Theorem 2 implies

that
c ≤ |B(R)| ≤ c · ω1 = max{ω1, c} = c

�

1.3. Generating the Borel sets of R. We shall now provide some generating
sets for the Borel σ-algebra of R endowed with its usual Euclidean topology.

Proposition 2. The Borel σ-algebra of R is generated by the following collections.
• E1 = {(a, b) : a, b ∈ R}
• E2 = {(a, b) : a, b ∈ Q}
• E3 = {[a, b] : a, b ∈ R}
• E4 = {[a, b) : a, b ∈ R}
• E5 = {(a, b] : a, b ∈ R}
• E6 = {(a,∞) : a ∈ R}
• E7 = {(−∞, a) : a ∈ R}
• E6 = {[a,∞) : a ∈ R}
• E7 = {(−∞, a] : a ∈ R}

Proof. Let E be the collection of open sets of R. Then E2 ⊆ E ⊆ M(E) and
consequently M(E2) ⊆ M(E) = B(R). Let O ∈ E . Then, by the density of Q
in R, for each x ∈ O there exist qx, rx ∈ Q such that x ∈ B(qx, rx) ⊆ O and
hence O =

∪
x∈O B(qx, rx). Since there are countably many pairs of the form

(qx, rx), one can replace this union by a countable union, say, O =
∪

i∈NB(qi, ri)
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for some rationals {qi, ri}i∈N. Clearly B(qi, ri) ∈ E2 for every i ∈ N and hence
O ∈ M(E2). Thus E ⊆ M(E2) which implies that B(R) = M(E) ⊆ M(E2).
Therefore M(E2) = B(R).

We now show that M(E2) = M(E1). Clearly E2 ⊆ E1 ⊆ M(E1) and hence
M(E2) ⊆ M(E1). To show the converse inclusion, let (a, b) ∈ E1. Since Q is dense
in R, we can find a decreasing sequence of rationals (an)n∈N and an increasing
sequence of rationals (bn)n∈N such that a ≤ an, bn ≤ b for all n ∈ N, limn→∞ an = a

and limn→∞ bn = b. Then (a, b) =
∪∞

n=1(an, bn). As (an, bn) ∈ E2 for all n ∈ N, we
have that (a, b) ∈ M(E2). Thus E1 ⊆ M(E2) and hence M(E1) ⊆ M(E2).

We will now prove that M(E3) = M(E1). Let [a, b] ∈ E3. Then

[a, b] =

∞∩
n=1

(
a− 1

n
, b+

1

n

)
Since the sets on the right-hand side are in E1, we have that [a, b] ∈ M(E1). Thus
E3 ⊆ M(E1) and hence M(E3) ⊆ M(E1). Let (a, b) ∈ E1. Then

(a, b) =

( ∞∪
n=1

[b, b+ n] ∪ [a− n, a]

)c

Since the sets on the right-hand side are in E3, we have that (a, b) ∈ M(E3). Thus
E1 ⊆ M(E3) and hence M(E1) ⊆ M(E3).

The rest of the proof is left to the reader as an exercise. �

Most “naturally occuring” sets in mathematics turn out to be Borel, even though
this may not be immediately seen. We shall next give some examples of Borel
subsets of Polish spaces that one runs into in practice.

• Let f : R → R be any function. The set

Df = {x ∈ R : f is discontinuous at x}

is a Borel set. This is because one can write this set as

Df = {x ∈ R : ∃ϵ ∈ Q+ ∀δ ∈ Q+ ∃y ∈ B(x, δ) |f(y)− f(x)| ≥ ϵ}

= {x ∈ R : ∃ϵ ∈ Q+ ∀δ ∈ Q+ ∃y, z ∈ B(x, δ) |f(y)− f(z)| ≥ ϵ}

=
∪

ϵ∈Q+

∩
δ∈Q+

{x ∈ R : ∃y, z ∈ B(x, δ) |f(y)− f(z)| ≥ ϵ}

The reader is expected to check that, for each fixed ϵ, δ ∈ Q+, the inner-
most set is open. Therefore, Df is a Σ0

3-subset of R.
• The set C of convergent real sequences is a Borel subset of RN because one

can write this set as

C = {(xn) ∈ RN : ∀ϵ ∈ Q+∃k ∈ N ∀i, j ≥ k |xi − xj | < ϵ}

=
∩

ϵ∈Q+

∪
k∈N

∩
i≥k

∩
j≥k

{(xn) ∈ RN : |xi − xj | < ϵ}
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For every fixed ϵ ∈ Q+ and i, j ∈ N+, the inner-most set is closed in the
product topology of RN and hence, C is a Π0

3-subset of RN.
For more interesting examples of naturally occuring Borel sets, we refer the reader
to [Kec95, Section 23].

1.4. Product σ-algebras. We shall call a pair (X,M) a measurable space if X

is a non-empty set and M is a σ-algebra on X. The sets in M are called the
measurable sets of (X,M).

Given a collection {(Xi,Mi) : i ∈ I} of indexed system of measurable spaces,
we define their product (measurable) space to be the measurable space(∏

i∈I

Xi,
⊗
i∈I

Mi

)

where
⊗

i∈I Mi is the product σ-algebra on
∏

i∈I Xi which is generated by the
collection

E = {π−1
j [Aj ] : Aj ∈ Mj , j ∈ I}

and πj :
∏

i∈I Xi → Xj are the projection maps for each j ∈ I. As an exercise,
the reader is expected to check that if Mi are generated by Ei, then the collection
{π−1

j [Aj ] : Aj ∈ Ej , j ∈ I} also generates
⊗

i∈I Mi.
In the case that the index set is countable, one can find another canonical gen-

erating set for the product σ-algebra. Suppose that I is countable and let

Ê =

{∏
i∈I

Ai : Ai ∈ Mi

}

Then E ⊆ Ê ⊆ M(Ê) and hence M(E) ⊆ M(Ê). On the other hand, for any∏
i∈I Ai ∈ Ê , we have that ∏

i∈I

Ai =
∩
i∈I

π−1
i [Ai] ∈ M(E)

and hence M(Ê) ⊆ M(E). Therefore, Ê generates the product σ-algebra as well.
We conclude this subsection by proving that the Borel σ-algebra of the finite

product of separable metric spaces has the same measurable sets as the product
σ-algebra of the corresponding spaces endowed with their Borel σ-algebra.

Theorem 4. Let Xi be a separable metric space for 1 ≤ i ≤ n. Then we have⊗n
i=1 B(Xi) = B (

∏n
i=1 Xi) where

∏n
i=1 Xi is endowed with the product topology.

Proof. As B(Xi) are generated by the open sets of Xi, we have that
⊗n

i=1 B(Xi)

is generated by {π−1
i [Ui] : Ui ⊆ Xi is open, 1 ≤ i ≤ n}. Recall that, by the

definition of the product topology, these sets are open in
∏n

i=1 Xi and hence are in
B (
∏n

i=1 Xi). This shows that
⊗n

i=1 B(Xi) ⊆ B (
∏n

i=1 Xi).
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To show the converse inclusion, by the separability of Xi, choose a countable
dense set Di ⊆ Xi for every 1 ≤ i ≤ n. Consider the collections

Ei = {B(x, q) ⊆ Xi : x ∈ Di, q ∈ Q+}

for every 1 ≤ i ≤ n. It is easily seen that every open set of Xi is a countable union
of the (open) sets in Ei. On the other hand, the collection

U =

{
n∏

i=1

Ui : Ui ⊆ Xi is open
}

is a basis for the product topology on
∏n

i=1 Xi. Indeed, since a countable product
of separable metric spaces is separable, every open set of

∏n
i=1 Xi can be written as

a countable union of the elements of U . It follows that every open set of
∏n

i=1 Xi

is a countable union of the elements of{
n∏

i=1

Ai : Ai ∈ Ei

}
These sets are clearly in

⊗n
i=1 B(Xi) and hence the open sets of

∏n
i=1 Xi are in⊗n

i=1 B(Xi), which shows that B (
∏n

i=1 Xi) ⊆
⊗n

i=1 B(Xi). �

An immediate corollary of Theorem 4 is that B(Rn) =
⊗n

i=1 B(R) and hence the
Borel σ-algebra B(Rn) is generated by{

n∏
i=1

Bi : Bi ∈ B(R)

}
and in fact, with some effort, it can be shown that B(Rn) is generated by the
collection {

n∏
i=1

(ai, bi) : ai, bi ∈ R

}
1.5. Exercises. Below you shall find some exercises that you can work on regarding
the topics in this section. These exercises are not to be handed in as homework
assignments.

• Exercises 1, 4, 5 from Chapter 1 of [Fol99].
• Exercises 1, 5, 6, 9.a from Chapter 1.1 of [Coh93].
• Show that the following subset of R2 is Borel (and indeed, is Fσ.){

(x, y) ∈ R2 : xy ∈ Q
}

2. Measures

2.1. Definition, examples and properties. Let (X,M) be a measurable space.
A (σ-additive) measure on the measurable space (X,M) is a map µ : M → [0,+∞]

such that
• µ(∅) = 0 and
• If A1, A2, · · · ∈ M are disjoint, then µ (

∪∞
i=1Ai) =

∑∞
i=1 µ(Ai).
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If the function µ satisfies finite additivity instead of σ-additivity, then one says
that µ : M → [0,+∞] is a finitely additive measure on (X,M).1 From now on,
unless specified otherwise, the word “measure” should be understood as σ-additive
measure.

Given a (σ-additive or finitely additive) measure µ on (X,M), the triple (X,M, µ)

is called a measure space. Next will be introduced some terminology for special types
of measure spaces that are used frequently. A measure space (X,M, µ) is said to
be a

• probability space if µ(X) = 1.
• finite measure space if µ(X) <∞.
• σ-finite measure space if X =

∪∞
i=1Xi for some Xi ∈ M with µ(Xi) <∞.

Here are some examples of measure spaces.
• Let X be a non-empty countable set. The triple (X,P(X), ν) is a measure

space where ν : P(X) → [0,∞] is the counting measure given by

ν(A) =

|A| if A is finite
+∞ otherwise

• Let X be an uncountable set and M = {A ⊆ X : A or Ac is countable}.
The triple (X,M, η) is a probability space where η : M → [0,∞] is given
by

η(A) =

1 if Ac is countable
0 if A is countable

• Let X be a non-empty set and a ∈ X. The triple (X,P(X), µa) is a
probability space where µa : P(X) → [0,∞] is the Dirac measure at a
given by

µa(S) =

1 if a ∈ S

0 if a /∈ S

• Let X be a non-empty countable set and f : X → [0,∞] be any function.
The triple (X,P(X), µ) is a measure space where µ : P(X) → [0,∞] is
given by

µ(A) =
∑
x∈A

f(x)

• Let M = {∅, 2N, 2N + 1,N}. The triple (N,M, ξ) is a probability space
where ξ(∅) = ξ(2N+ 1) = 0 and ξ(2N) = ξ(N) = 1.

We shall now prove some basic properties of measures that easily follow from
the definition.

1We would like to note that, while working with finitely additive measures, one may only
require M to be an algebra instead of a σ-algebra for it suffices for a domain of a finitely additive
measure to be closed under finite unions.



14 BURAK KAYA

Theorem 5. Let (X,M, µ) be a measure space. Then
a. If A,B ∈ M and A ⊆ B, then µ(A) ≤ µ(B).
b. If A1, A2, · · · ∈ M, then µ (

∪∞
i=1Ai) ≤

∑∞
i=1 µ(Ai).

c. If A1, A2, · · · ∈ M and Ai ⊆ Ai+1 for every i ∈ N+, then

µ

( ∞∪
i=1

Ai

)
= lim

i→∞
µ(Ai)

d. If A1, A2, · · · ∈ M and Ai ⊇ Ai+1 for every i ∈ N+ and µ(A1) <∞, then

µ

( ∞∩
i=1

Ai

)
= lim

i→∞
µ(Ai)

Proof. To prove (a), let A,B ∈ M be with A ⊆ B. Then B = A ⊔ (B − A) and
hence µ(A) ≤ µ(A) + µ(B −A) = µ(A ⊔ (B −A)) = µ(B).

To prove (b), let A1, A2, · · · ∈ M. Set B1 = A1 and Bi+1 = Ai+1 −
∪i

k=1Ak for
all i ∈ N+. Then Bi ∈ M for all i ∈ N+ and moreover, Bi’s are disjoint. It follows
that

µ

( ∞∪
i=1

Ai

)
= µ

( ∞∪
i=1

Bi

)
=

∞∑
i=1

µ(Bi) ≤
∞∑
i=1

µ(Ai)

To prove (c), let A1, A2, · · · ∈ M be such that Ai ⊆ Ai+1 for every i ∈ N+. Then

µ

( ∞∪
i=1

Ai

)
= µ

(
A1 ⊔

∞⊔
i=1

(Ai+1 −Ai)

)
= µ(A1) +

∞∑
i=1

µ(Ai+1 −Ai) =

= lim
n→∞

µ(A1) +

n−1∑
i=1

µ(Ai+1 −Ai)

= lim
n→∞

µ

(
A1 ⊔

n⊔
i=1

(Ai+1 −Ai)

)
= lim

n→∞
µ(An)

To prove (d), let A1, A2, · · · ∈ M be such that µ(A1) < ∞ and Ai ⊇ Ai+1 for
every i ∈ N+. Set Bi = A1 − Ai. Then Bi ∈ M and Bi ⊆ Bi+1 and A1 = Ai ⊔ Bi

for every i ∈ N+. Moreover,
∪∞

i=1Bi ⊔
∩∞

i=1Ai = A1. It follows from part (c) that

µ(A1) = µ

( ∞∪
i=1

Bi ⊔
∞∩
i=1

Ai

)
= µ

( ∞∪
i=1

Bi

)
+ µ

( ∞∩
i=1

Ai

)

=
(
lim

n→∞
µ(Bn)

)
+ µ

( ∞∩
i=1

Ai

)

=
(
lim

n→∞
µ(A1)− µ(An)

)
+ µ

( ∞∩
i=1

Ai

)
Substracting µ(A1) from both sides, we get that limn→∞ µ(An) = µ (

∩∞
i=1Ai). �
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Let (X,M, µ) be a measure space. A measurable set A ∈ M is said to be µ-
null if µ(A) = 0. A statement quantifying over the points of the measure space
(X,M, µ) is said to hold µ-almost everywhere if the set of points where it fails is a
µ-null set. If the measure µ is understood from the context, we shall simply write
null and almost everywhere (or, a.e.)

For example, consider the measure space (N,P(N), µ) where µ is the Dirac mea-
sure concentrated at 7. Let f : N → N be the identity function. Then the statement
“f(n) = 7 almost everywhere.” is true since

µ7 ({n ∈ N : f(n) ̸= 7}) = µ7 (N− {7}) = 0

2.2. Null sets and completing measures. Let (X,M, µ) be a measure space
and set

Mnull = {A ∈ M : A is null } = {A ∈ M : µ(A) = 0}

It is easily seen that Mnull is closed under countable unions and that the mono-
tonicity of measures implies that B ∈ Mnull whenever A ∈ Mnull and B ⊆ A and
B ∈ M. On the other hand, Mnull need not be closed under taking arbitrary sub-
sets unless the taken subset is already in M. For technical reasons, we often want
to have all subsets of null sets to be measurable and consequently, null themselves.

The measure space (X,M, µ) is said to be complete if A ∈ Mnull and B ⊆ A

implies that B ∈ M (and consequently, B ∈ Mnull.) For example, any measure
space equipped with the counting measure is complete, whereas, the measure space
(N, {∅, 2N, 2N+ 1,N}, ξ) where ξ(∅) = ξ(2N+ 1) = 0 and ξ(2N) = ξ(N) = 1 is not
complete.

It turns out that any measure space can be completed simply by adding the
subsets of its null sets to its σ-algebra and extending the measure appropriately.

Theorem 6. Let (X,M, µ) be a measure space. Then there exists a complete
measure space (X,M, µ) such that M ⊆ M and µ � M = µ.

Proof. Let M = {A∪B : A ∈ M, B ⊆ N for some N ∈ Mnull}. Clearly M ⊆ M.
We claim that M is a σ-algebra on X.

Let C1, C2, · · · ∈ M. Then, by definition, for every i ∈ N+, we have that
Ci = Ai ∪ Bi for some Ai ∈ M and Ni ∈ Mnull with Bi ⊆ Ni. Note that, M
and Mnull being closed under countable unions implies that

∪∞
i=1Ai ∈ M and∪∞

i=1Bi ⊆
∪∞

i=1Ni ∈ Mnull. It follows that
∞∪
i=1

Ci =

∞∪
i=1

(Ai ∪Bi) =

∞∪
i=1

Ai ∪
∞∪
i=1

Bi ∈ M

Thus M is closed under countable unions. Let C ∈ M. Then C = A ∪B for some
A ∈ M and N ∈ Mnull with B ⊆ N . Then

C = A ∪B = A ∪ (B −A) = (A ∪ (N −A)) ∩ ((N −A)c ∪B)
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and hence

Cc = (A ∪B)c = (A ∪ (B −A))c = (A ∪ (N −A))c ∪ ((N −A)−B)

Note that, as M is a σ-algebra and A,N ∈ M, we have (A ∪ (N − A))c ∈ M and
moreover, ((N −A)−B) ⊆ N ∈ Mnull. It follows that Cc ∈ M. Thus M is closed
under complementation, completing the proof that M is a σ-algebra.

We shall now define a measure µ on M. Consider the relation µ given by

µ(C) = µ(A) ⇔ ∃A ∈ M ∃N ∈ Mnull C = A ∪B ∧ B ⊆ N

We claim that µ is well-defined and hence is indeed a map from µ to [0,∞]. Assume
that C = A ∪ B = A′ ∪ B′ for some A,A′ ∈ M and N,N ′ ∈ Mnull with B ⊆ N

and B′ ⊆ N ′. Then, since A ⊆ A′ ∪B′ ⊆ A′ ∪N ′ and A′ ⊆ A∪B ⊆ A∪N , by the
monotonicity of µ, we have that

µ(A) ≤ µ(A′) + µ(N ′) = µ(A′) ≤ µ(A) + µ(N) = µ(A)

Therefore, µ(C) is equal to µ(A) for any A ∈ M which is equal to C modulo a
subset of a null set. This shows that µ is well-defined.

We now check that µ is indeed a measure. That µ(∅) = 0 is trivial. To show
σ-additivity, let C1, C2, · · · ∈ M be disjoint. Then, for each i ∈ N+, there exist
Ai ∈ M and Bi ⊆ Ni ∈ Mnull such that Ci = Ai ∪ Bi. It is clear that Ai’s
are disjoint and that

∪∞
i=1 Ci =

∪∞
i=1Ai ∪

∪∞
i=1Bi. On the other hand, since∪∞

i=1Ai ∈ M and
∪∞

i=1Bi ⊆
∪∞

i=1Ni ∈ Mnull, by definition, we have

µ

( ∞∪
i=1

Ci

)
= µ

( ∞∪
i=1

Ai

)
=

∞∑
i=1

µ(Ai) =

∞∑
i=1

µ(Ci)

That µ � M = µ and that (X,M, µ) is complete are left to the reader to be
checked. �

Recall the definition of the complete measure space (X,M, µ) constructed in the
previous proof. It is an exercise to the reader to check that

• If (X,M, µ′) is a complete measure space with µ′ � M = µ, then µ′ = µ.
• If (X,M′, µ′) is a complete measure space with M ⊆ M′ and µ′ � M = µ,

then M ⊆ M′.

In other words, (X,M, µ) is the “smallest” complete measure space extending
(X,M, µ). The measure space (X,M, µ) is called the completion of (X,M, µ).

We would like to note that not every complete measure space extending a mea-
sure space is the completion. For example, the measure space (N,P(N), µ2) where
µ2 is the Dirac measure concentrated at 2 is a complete measure space which extends
the (incomplete) measure space (N, {∅, 2N, 2N+1,N}, ξ) where ξ(∅) = ξ(2N+1) = 0

and ξ(2N) = ξ(N) = 1. On the other hand, as constructed in the proof of Theorem
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6, the completion of this measure space is

(N, {A ∪B : A ∈ {∅, 2N, 2N+ 1,N}, B ⊆ 2N+ 1}, ξ)

where

ξ(S) =

1 if 2N ⊆ S

0 otherwise

2.3. Outer measures. In this subsection, we shall introduce the notion of an
outer measure, which will be later used to construct measures on σ-algebras that
are extending pre-specified functions defined on algebras.

Let X be a non-empty set. A function µ∗ : P(X) → [0,∞] is said to be an outer
measure on X if

• µ∗(∅) = 0,
• If A ⊆ B ⊆ X, then µ∗(A) ≤ µ∗(B), and,
• If A1, A2, · · · ⊆ X, then µ∗ (

∪∞
i=1Ai) ≤

∑∞
i=1 µ

∗(Ai).
One way to construct outer measures is to pre-define outer measures of certain

“elementary sets” that can cover the whole set and define the outer measure of a
subset as the infimum of the sums of outer measures of elementary sets that cover
it. More specifically, we have the following.

Theorem 7. Let E ⊆ P(X) be such that ∅,X ∈ E and let ρ : E → [0,∞] be an
arbitrary function with ρ(∅) = 0. Then the map µ∗ : P(X) → [0,∞] given by

µ∗(A) = inf

{ ∞∑
i=1

ρ(Ei) : Ei ∈ E , A ⊆
∞∪
i=1

Ei

}
is an outer measure.

Proof. That µ∗(∅) = 0 follows from that ∅ ∈ E and ρ(∅) = 0. That µ∗(A) ≤ µ∗(B)

whenever A ⊆ B follows from the fact that any covering of B is a covering of A
whenever A ⊆ B. It remains to check that µ∗ is countably subadditive, that is, it
satisfies the third condition in the definition of an outer measure.

Let A1, A2, · · · ⊆ X and ϵ > 0. Then, by definition, for every i ∈ N+, we can
find Ei

1, E
i
2, · · · ∈ E such that Ai ⊆

∪∞
k=1E

i
k and

∞∑
k=1

ρ(Ei
k) ≤ µ∗(Ai) +

ϵ

2i

Since we have
∪∞

i=1Ai ⊆
∪∞

i,k=1E
i
k, we have that

µ∗

( ∞∪
i=1

Ai

)
≤

∞∑
i,k=1

ρ(Ei
k) ≤

∞∑
i=1

(
µ∗(Ai) +

ϵ

2i

)
≤

( ∞∑
i=1

µ∗(Ai)

)
+ ϵ

Since this inequality is true for every ϵ > 0, we have that

µ∗

( ∞∪
i=1

Ai

)
≤

∞∑
i=1

µ∗(Ai)
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Thus µ∗ is an outer measure on X. �

We shall now learn how to pass from outer measures to (complete) measures.
Let µ∗ be an outer measure on X. A subset A ⊆ X is said to be µ∗-measurable if

µ∗(E) = µ∗(E ∩A) + µ∗(E ∩Ac)

for all E ⊆ X. We will prove soon that the set of µ∗-measurable subsets of X is
a σ-algebra which, together with µ∗, will form a complete measure space on X.
What is the intuition behind this magically-working technical condition, which is
due to Carathéodory?

One can think of the value µ∗(E) − µ∗(E ∩ Ac) as the “inner measure” of the
set E ∩A. With this interpretation, Carathéodory’s conditions simply says that A
is µ∗-measurable if and only if the outer measure of E ∩ A is equal to the “inner
measure” of E ∩A for all E ⊆ X. In a sense, a set A is µ∗-measurable if the outer
measure is equal to the “inner measure” for every possible “slice” of A.

Let us note several observations regarding Carathéodory’s condition. First, the
inequality

µ∗(E) ≤ µ∗(E ∩A) + µ∗(E ∩Ac)

holds since µ∗ is subadditive. Thus, in order to show that Carathéodory’s condition
holds for a set A, it suffices to prove the converse inequality

µ∗(E) ≥ µ∗(E ∩A) + µ∗(E ∩Ac)

for all E ⊆ X. Second, this latter inequality trivially holds for all E ⊆ X with
µ∗(E) = ∞. Thus, Carathéodory’s condition holds for a set A if and only if

µ∗(E) ≥ µ∗(E ∩A) + µ∗(E ∩Ac)

for all E ⊆ X with µ∗(E) < ∞. We are now ready to state and prove our main
theorem.

Theorem 8. Let X be a non-empty set, µ∗ : P(X) → [0,∞] be an outer measure
and let M = {A ⊆ X : A is µ∗-measurable}. Then (X,M, µ∗ � M) is a complete
measure space.

Proof. We will first prove that M is a σ-algebra. As a first step, we shall show
that M is an algebra. That M is closed under complementation is trivial since
Carathéodory’s condition is symmetric with respect to A and Ac. It remains to
prove that M is closed under finite unions. Let A,B ∈ M. Then, since A and B

satisfies Carathéodory’s condition, we have that

µ∗(E) = µ∗(E ∩A) + µ∗(E −A)

= (µ∗(E ∩A ∩B) + µ∗(E ∩A ∩Bc)) + (µ∗(E ∩Ac ∩B) + µ∗(E ∩Ac ∩Bc))
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for all E ⊆ X. On the other hand, A ∪ B = (Ac ∩ B) ∪ (A ∩ B) ∪ (A ∩ Bc) and
hence, by the subadditivity of µ∗, we have that

µ∗(E ∩ (A ∪B)) ≤ µ∗(E ∩ (Ac ∩B)) + µ∗(E ∩ (A ∩B)) + µ∗(E ∩ (A ∩Bc))

for all E ⊆ X. Combining these, we get that

µ∗(E ∩ (A ∪B)) ≤ µ∗(E)− µ∗(E ∩Ac ∩Bc)

and hence

µ∗(E) ≥ µ∗(E ∩ (A ∪B)) + µ∗(E ∩ (A ∪B)c) ≥ µ∗(E)

for all E ⊆ X. Thus A ∪B ∈ M and hence, M is an algebra.
Having observed that M is an algebra, in order to show that M is closed under

countable unions, it suffices to show that M is closed under countable disjoint
unions. To that end, let A1, A2, · · · ∈ M be disjoint. Set Bn = A1 ∪ · · · ∪ An for
every n ≥ 1. We are going to prove by induction that

µ∗(E ∩Bn) =

n∑
k=1

µ∗(E ∩Ak)

for every E ⊆ X and for every n ≥ 1. The claim trivially holds for n = 1. Let
n ≥ 1 and assume that the claim holds for n. As An+1 is µ∗-measurable, we have
that

µ∗(E ∩Bn+1) = µ∗((E ∩Bn+1) ∩An+1) + µ∗((E ∩Bn+1) ∩Ac
n+1)

= µ∗(E ∩An+1) + µ∗(E ∩Bn)

= µ∗(E ∩An+1) +

n∑
k=1

µ∗(E ∩Ak) =

n+1∑
k=1

µ∗(E ∩Ak)

for every E ⊆ X. Therefore, by induction, the claim holds for all n ≥ 1. Since M
is an algebra, Bi’s are also µ∗-measurable. It follows that

µ∗(E) = µ∗(E ∩Bc
n) + µ∗(E ∩Bn) ≥ µ∗

(
E ∩

∞∩
k=1

Ac
k

)
+

n∑
k=1

µ∗(E ∩Ak)

for every E ⊆ X and for every n ≥ 1. By taking limit, we get that

µ∗(E) ≥ µ∗

(
E ∩

∞∩
k=1

Ac
k

)
+

∞∑
k=1

µ∗(E ∩Ak)

≥ µ∗

(
E ∩

( ∞∪
k=1

Ak

)c)
+ µ∗

(
E ∩

( ∞∪
k=1

Ak

))
≥ µ∗(E)

for every E ⊆ X. It follows that
∪∞

k=1Ak ∈ M and hence M is a σ-algebra.
Moreover, if one takes E =

∪∞
k=1Ak in the previous inequality, one gets that

∞∑
k=1

µ∗(Ak) =

∞∑
k=1

µ∗(E ∩Ak) = µ∗

( ∞∪
k=1

Ak

)
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It follows that µ∗ is countably additive on M and hence, the triple (X,M, µ∗ � M)

is a measure space. To show its completeness, let A ∈ M be with µ∗(A) = 0 and
let B ⊆ A. Then, µ∗(B) = 0 by the monotonicity of µ∗ and consequently, we have
that

µ∗(E) ≤ µ∗(E ∩B) + µ∗(E ∩Bc) ≤ µ∗(B) + µ∗(E ∩Bc) ≤ µ∗(E)

for every E ⊆ X and hence, B ∈ M. This completes the proof that (X,M, µ∗ � M)

is a complete measure space. �

As an application of Theorem 8, we will next develop a fundamental tool to
construct measures on σ-algebras that are extending pre-specified functions defined
on algebras, known as Carathéodory’s extension theorem. Before we state this
fundamental theorem, we need to introduce the notion of a premeasure on a set.

Let X be non-empty and A ⊆ P(X) be an algebra on X. A map ρ : A → [0,∞]

is called a premeasure on A if

• ρ(∅) = 0 and
• If A1, A2, · · · ∈ A with

∪∞
i=1Ai ∈ A, then ρ (

∪∞
i=1Ai) =

∑∞
i=1 ρ(Ai).

A premeasure behaves just like a measure, except that it is defined on an algebra
which may not be a σ-algebra and consequently, the countable additivity condition
has to be modified appropriately.

Theorem 9 (Carathéodory’s extension theorem). Let X be non-empty, A be an
algebra on X and ρ : A → [0,∞] be a premeasure on A. Then there exists a
measure µ : M(A) → [0,∞] such that µ � A = ρ where M(A) denotes the σ-
algebra generated by A.

Proof. By Theorem 7, since ∅,X ∈ A and ρ(∅) = 0, the map µ∗ : P(X) → [0,∞]

given by

µ∗(S) = inf

{ ∞∑
i=1

ρ(Ai) : Ai ∈ A, S ⊆
∞∪
i=1

Ai

}

is an outer measure on X. By Theorem 8, the set M consisting of µ∗-measurable
subsets of X is a σ-algebra on X and moreover, µ∗ is countably additive on M.

We will now prove that A ⊆ M. Let A ∈ A, E ⊆ X and ϵ > 0. Then, by
definition of µ∗, there exist A1, A2, · · · ∈ A such that

∑∞
i=1 ρ(Ai) ≤ µ∗(E) + ϵ and
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E ⊆
∪∞

i=1Ai. It follows that

µ∗(E) ≤ µ∗(E ∩A) + µ∗(E ∩Ac)

≤ µ∗

( ∞∪
i=1

(Ai ∩A)

)
+ µ∗

( ∞∪
i=1

(Ai ∩Ac)

)

≤
∞∑
i=1

ρ(Ai ∩A) +
∞∑
i=1

ρ(Ai ∩Ac)

≤
∞∑
i=1

ρ(Ai) ≤ µ∗(E) + ϵ

Since ϵ > 0 was arbitrary, we have that

µ∗(E) = µ∗(E ∩A) + µ∗(E ∩Ac)

Hence A is µ∗-measurable and so A ⊆ M, which implies M(A) ⊆ M because M
is a σ-algebra.

Set µ = µ∗ � M(A). We claim that µ is as claimed. That µ is σ-additive follows
from that µ∗ is σ-additive on M.

It remains to show that µ � A = ρ. To see this, let A ∈ A. Let A1, A2, · · · ∈ A
be sets with A ⊆

∪∞
i=1Ai. Define B1 = A∩A1 and Bi+1 = A∩

(
Ai+1 −

∪i
k=1Ai

)
for every i ≥ 1. Then Bi’s are disjoint and are in A and A =

∪∞
i=1Bi. It follows

from the definition of µ∗ that

ρ∗(A) = ρ∗

( ∞∪
i=1

Bi

)
=

∞∑
i=1

ρ(Bi) ≤
∞∑
i=1

ρ(Ai)

Therefore we have ρ(A) ≤ µ∗(A). Since A = A ∪ ∅ ∪ ∅ ∪ . . . , we clearly have
µ∗(A) ≤ ρ(A)+ ρ(∅)+ ρ(∅)+ · · · = ρ(A). Thus µ∗(A) = ρ(A), which completes the
proof that µ∗ � A = ρ. �

We would like to note two important points regarding Carathéodory’s extension
theorem. First, given an algebra A and a premeasure ρ : A → [0,∞], we not only
have the measure space

(X,M(A), µ∗ � M(A))

with µ∗ � A = ρ but indeed have a complete measure space

(X,M, µ∗ � M)

where M is the set of µ∗-measurable sets and µ∗ is the outer measure derived from
ρ as defined in the proof of Theorem 9. As it has been noted in the proof, the
relationship between these two σ-algebras is that M(A) ⊆ M. Indeed, the latter
measure space is simply the completion of the former whenever ρ is σ-finite.2 The
reader is expected to solve the exercise [Fol99, Exercise 1.18] from which this last

2The definition of σ-finiteness for premeasure is the same as that of measure, that is, we say
that a premeasure ρ on A ⊆ P(X) is σ-finite if X =

∪∞
i=1 Ai for some Ai ∈ A with ρ(Ai) < ∞.
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claim follows. Second, if ρ is σ-finite, then the extension µ = µ∗ � M given by
Theorem 9 is indeed unique. For a proof of this fact, which will be later used but
not proven here, we refer the reader to [Fol99, Theorem 1.14].

2.4. Borel measures on R. Having developed a flexible tool to build measures
from premeasures, we shall now use this tool to construct various measures on the
Borel σ-algebra of R. From now on, any measure defined on the measurable space
(R,B(R)) will be called a Borel measure on R.

In order to motivate our to-be-carried-out construction, let µ be a Borel measure
on R which takes finite values on bounded Borel subsets of R. Consider the function

F (x) =


µ((0, x]) if x > 0

0 if x = 0

−µ((x, 0]) if x < 0

Then it follows from the properties of a measure that F is increasing3 and right-
continuous. It turns out that this process can be reversed and that any increasing
right-continuous function also induces a Borel measure on R which takes finite val-
ues on bounded Borel subsets of R. More precisely, we have the following theorem.

Theorem 10. Let F : R → R be an increasing right-continuous function. Then
there exists a (unique) Borel measure µF on R such that µF ((a, b]) = F (b)− F (a)

for all a < b.

While we are not planning to prove this fact, whose proof is not conceptually
difficult but is lengthy, we shall briefly describe how the proof goes. Let A be the
collection of finite disjoint unions of sets of the form (a, b], (b,∞) and (−∞, a] with
−∞ < a ≤ b <∞. One can check that A is indeed an algebra on R. Consider the
map ρ : A → [0,∞] given by

ρ

(
n⊔

i=1

Ai

)
=

n∑
i=1

ρ̂(Ai)

where

ρ̂ (Ai) =


F (b)− F (a) if Ai = (a, b]

lim
x→∞

F (x)− F (b) if Ai = (b,∞)

F (a)− lim
x→−∞

F (x) if Ai = (−∞, a]

The crux of the matter is proving that ρ is a premeasure on A. (The reader may
refer to [Fol99, Proposition 1.15] for a proof of this.) Once this is proven, the
rest is taken care of by Carathéodory’s extension theorem. Since M(A) = B(R),

3Since we are following Folland’s terminology, when we say “increasing”, what we really mean
is “non-decreasing”, that is, F (x) ≤ F (y) whenever x ≤ y.



MATH 501 ANALYSIS 23

Theorem 9 implies that there exists a Borel measure µF on R such that µF � A = ρ.
Moreover, by construction of this measure, we have that

µF (A) = inf

{ ∞∑
i=1

ρ(Si) : Si ∈ A, A ⊆
∞∪
i=1

Si

}

= inf

{ ∞∑
i=1

ρ̂(Ai) : A ⊆
∞∪
i=1

Ai, Ai is of the form (−∞, a], (a, b] or (b,∞)

}
Notice that we have (a,∞) =

⊔∞
i=0(a+i, a+i+1] and (−∞, a] =

⊔∞
i=0(a−i−1, a−i].

Moreover, we have that

ρ̂((a,∞)) = lim
x→∞

F (x)−F (a) =
∞∑
i=0

F (a+ i+1)−F (a+ i) =
∞∑
i=0

ρ̂((a+ i, a+ i+1])

and

ρ̂((−∞, a]) = F (a)− lim
x→−∞

F (x) =

∞∑
i=0

F (a−i)−F (a−i−1) =

∞∑
i=0

ρ̂((a−i−1, a−i])

It follows that, in the definition of µF , it suffices to consider the bounded half-open
intervals in A and hence we have that

µF (A) = inf

{ ∞∑
i=1

ρ̂((ai, bi]) : A ⊆
∞∪
i=1

(ai, bi]

}

= inf

{ ∞∑
i=1

F (bi)− F (ai) : A ⊆
∞∪
i=1

(ai, bi]

}
The measure µF is called the Lebesgue-Stieltjes measure associated to F . As we
pointed out earlier, our theory not only gives a measure space (R,B(R), µF ) with
µF extending ρ but indeed gives a complete measure space (R,MµF

, µF ) with
B(R) ⊆ MµF

. Here MµF
is the σ-algebra of µ∗

F -measurable sets where µ∗
F is the

outer measure derived from ρ as defined in the proof of Theorem 9.
For the rest of this subsection, fix an increasing right-continuous function F . Let

(R,Mµ, µ) be the corresponding complete measure space where µ is the Lebesgue-
Stieltjes measure associated to F . We shall next investigate how to “approximate”
the measurable sets of this measure space via topologically simple sets. We start
by proving a useful lemma.

Lemma 2. For every A ∈ Mµ, we have that

µ(A) = inf

{ ∞∑
i=0

µ((ai, bi)) : A ⊆
∞∪
i=0

(ai, bi)

}
Proof. Let A ∈ Mµ. Let {(ai, bi)}i∈N be such that A ⊆

∪∞
i=0(ai, bi). Observe that,

for every i ∈ N, we can choose an increasing sequence of numbers (cik)k∈N such that
ci0 = ai and limk→∞ cik = bi. Then we have that

A ⊆
∪

i,k∈N

(cik, c
i
k+1]
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and that
∞∑
i=0

µ((ai, bi)) =

∞∑
i=0

µ

( ∞⊔
k=0

(cik, c
i
k+1]

)
=
∑
i,k∈N

F (cik+1)−F (cik) =
∑
i,k∈N

µ((cik, c
i
k+1])

It follows that

µ(A) ≤ inf

{ ∞∑
i=0

µ((ai, bi)) : A ⊆
∞∪
i=0

(ai, bi)

}
To prove the converse inequality, let ϵ > 0 be arbitrary. Then, by the definition of µ,
there exist {(ai, bi]}i∈N such that A ⊆

∪∞
i=0(ai, bi] and

∑∞
i=0 µ((ai, bi]) ≤ µ(A) + ϵ.

Since F is right-continuous, for every i ∈ N, we can find ϵi > 0 such that

F (bi + ϵi)− F (bi) <
ϵ

2i+1

On the other hand, A ⊆
∪∞

i=0(ai, bi + ϵi) and
∞∑
i=0

µ((ai, bi + ϵi)) ≤
∞∑
i=0

µ((ai, bi + ϵi]) =

∞∑
i=0

F (bi + ϵi)− F (ai)

≤
∞∑
i=0

F (bi)− F (ai) +
ϵ

2i+1

≤

( ∞∑
i=0

µ((ai, bi])

)
+ ϵ ≤ µ(A) + 2ϵ

Since ϵ > 0 was arbitrary, we have that

inf

{ ∞∑
i=0

µ((ai, bi)) : A ⊆
∞∪
i=0

(ai, bi)

}
≤ µ(A)

which completes the proof. �

As a consequence of this lemma, we have the following.

Theorem 11. For every A ∈ Mµ, we have that

µ(A) = inf{µ(O) : O ⊇ A, O is open}

= sup{µ(K) : K ⊆ A, K is compact}

Proof. Since any open subset of R is a countable disjoint union of bounded open
intervals, we have that

inf{µ(O) : O ⊇ A, O is open} = inf

{ ∞∑
i=0

µ((ai, bi)) : A ⊆
∞∪
i=0

(ai, bi)

}
and hence the first equality follows by Lemma 2. For the second equality, let
A ∈ Mµ. We split into two cases.
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• Assume that A is bounded. If A is also closed, then A is compact and the
equality trivially follows. Suppose that A is not closed. For any ϵ > 0,
using the first equality, we can find some open set U ⊇ A − A such that
µ(U) ≤ µ(A−A) + ϵ. Then

µ(A− U) = µ(A− U) = µ(A)− µ(A ∩ U)

= µ(A)− (µ(U)− µ(U −A))

≥ µ(A)− µ(U) + µ(A−A) ≥ µ(A)− ϵ

Since ϵ > 0 was arbitrary and A − U ⊆ A is compact, the second equality
easily follows.

• Assume that A is unbounded. Let ϵ > 0 be arbitrary. For every i ∈ Z, using
the previous case, we can find a compact set Ki ⊆ A ∩ (i, i + 1] such that
µ(Ki) ≥ µ(A ∩ (i, i+ 1])− ϵ/2|i|. Set Hn =

∪n
−nKi. Then, Hn is compact

and Hn ⊆ A for each n ∈ N and Hn’s are increasing. Consequently,

µ(A) ≥ lim
n→∞

µ(Hn) = lim
n→∞

n∑
i=−n

µ(Ki)

≥ lim
n→∞

n∑
i=−n

µ(A ∩ (i, i+ 1])− ϵ/2|i|

≥ lim
n→∞

µ

(
n⊔

i=−n

A ∩ (i, i+ 1]

)
− 3ϵ

≥ µ(A)− 3ϵ

As ϵ > 0 is arbitrary, the second equality follows.
�

As a corollary of Theorem 11, we have the following characterization of measur-
able sets in Mµ.

Corollary 12. Let A ⊆ R. The following are equivalent.
(a) A ∈ Mµ.
(b) A = F ∪ N1 for some F,N1 ⊆ R where F is in Σ0

2 and N1 is a subset of
some µ-null set in B(R).

(c) A = G −N2 for some G,N2 ⊆ R where G is in Π0
2 and N2 is a subset of

some µ-null set in B(R).

Proof. (b) and (c) separately imply (a) since B(R) ⊆ Mµ and (R,Mµ, µ) is com-
plete. To show that (a) implies (c), assume that A ∈ Mµ. Observe that (R,Mµ, µ)

is σ-finite and hence we can write A =
∪

k∈NAk for some disjoint sets Ak ∈ Mµ

with µ(Ak) < ∞. By Theorem 11, we can find a sequence of open sets Ok
n ⊇ Ak

such that
µ(Ok

n)−
1

(n+ 1)2k+1
≤ µ(Ak) ≤ µ(Ok

n)
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Set G =
∩

n∈N
∪

k∈NO
k
n. Then clearly A ⊆ G and G is in Π0

2. Moreover, for every
n ∈ N, we have

µ(G−A) ≤ µ

((∪
k∈N

Ok
n

)
−A

)
≤ µ

(∪
k∈N

(Ok
n −A)

)

≤ µ

(∪
k∈N

(Ok
n −Ak)

)
≤
∑
k∈N

µ(Ok
n −Ak)

=
∑
k∈N

µ(Ok
n)− µ(Ak) ≤

1

n+ 1

It follows that µ(G − A) = 0. We now show that G − A is a subset of a Borel
µ-null set. Using Theorem 11, for every n ∈ N, one can find a Π0

2-set Hn ⊆ R such
that µ(Hn) = 0 and ((G − A) ∩ [−n, n]) ⊆ Hn. Setting H =

∪
n∈NHn, we have

that H is in Σ0
3 and G− A ⊆ H and µ(H) = 0. The statement (c) now follows as

A = G− (G−A).
Having shown the equivalence of (a) and (c), we now show that (a) implies (b).

Assume that A ∈ Mµ. Then Ac ∈ Mµ. Now, since (a) implies (c), Ac = G −N2

for some G,N2 ⊆ R where G is in Π0
2 and N2 is a subset of some µ-null set in B(R).

But then, Gc is in Σ0
2 and A = (Ac)c = (G − N2)

c = Gc ∪ N2, which is what we
wanted to show. This completes the proof. �

We would like to remark that Corollary 12 indeed shows that (R,Mµ, µ) is the
completion of the measure space (R,B(R), µ).

2.5. The Lebesgue measure. We now turn our attention to the most important
measure on R, namely, the Lebesgue-Stieltjes measure corresponding to the identity
function F (x) = x. By the machinery that we have developed so far, there exists a
complete measure space

(R,L,m)

such that B(R) ⊆ L and m((a, b]) = b− a for every a < b and

m(A) = inf

{ ∞∑
i=1

m((ai, bi]) : A ⊆
∞∪
i=1

(ai, bi]

}

= inf

{ ∞∑
i=1

bi − ai : A ⊆
∞∪
i=1

(ai, bi]

}
for every A ∈ L. Moreover, since F is also left-continuous, one can show that
m((a, b)) = m((a, b]) = b− a and hence, by Theorem 2, we have

m(A) = inf

{ ∞∑
i=1

bi − ai : A ⊆
∞∪
i=1

(ai, bi)

}
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The measure m is called the Lebesgue measure on R, the σ-algebra is called the
Lebesgue σ-algebra and the elements of L are called the Lebesgue measurable sets of
R. By the construction in the proof of Carathéodory’s extension theorem, we have
that a set A ∈ L if and only if A is m∗-measurable, i.e.

m∗(X) = m∗(X ∩A) +m∗(X ∩Ac) for all X ⊆ R

where m∗ denotes the Lebesgue outer measure given by the same formula defining
m. By Theorem 12, we also have another characterization of Lebesgue measurable
subsets of R, namely, that A ∈ L if and only if A = B∪H for some B ∈ Σ0

2 and for
some H ⊆ N where N ∈ B(R) is m-null. We now show that the Lebesgue measure
is invariant under translations and dilations.

Theorem 13. For any c ≥ 0 and A ∈ L, we have that cA, c+ A ∈ L. Moreover,
m(cA) = c ·m(A) and m(c+A) = m(A).

Proof. Let c ≥ 0 and A ∈ L. The claims are trivial if c = 0. Assume that c > 0.
Observe that if we translate by c (respectively, dilate by c) the elements of a covering
of a set S ⊆ R via right-closed half-open intervals, then we get a covering of c+ S

(respectively, of cS) via right-closed half-open intervals. Conversely, coverings of
c+S and cS via right-closed half-open intervals will canonically induce coverings of
S via right-closed half-open intervals. With this in mind, it is difficult not to prove
that m∗(c+S) = m∗(S) and m∗(cS) = c ·m∗(S) for all S ⊆ R. Since m = m∗ � L,
it now remains to show that c+A ∈ L and cA ∈ L.

As A ∈ L, we can write A as A = B ∪H for some B ∈ B(R) and some H ⊆ N

where N ∈ B(R) is a m-null set. On the other hand, c+B and c+N are easily seen
to be Borel4, m(c +N) = m(N) = 0 by our previous observation, c +H ⊆ c +N

and c+A = (c+B)∪ (c+H). It now follows from B(R) ⊆ L and the completeness
of (R,L,m) that c+A ∈ L. One can show via a similar argument that cA ∈ L. �

The Lebesgue measure also satisfies that m(A) = m(−A) and that −A ∈ L

if and only if A ∈ L. Together with Theorem 13, this observation implies that
m(cA) = |c| ·m(A) and m(c+A) = m(A) for all c ∈ R. The reader is expected to
prove this generalization if he or she has not already. An important consequence
of the translation invariance of the Lebesgue measure is the following.

Theorem 14. There exists non-Lebesgue measurable sets, that is, L ̸= P(R).

Proof. This immediately follows from Theorem 1 and Theorem 13 since m is a
measure. �

4To see this, show that C = {S ⊆ R : c + S ∈ B(R)} is a σ-algebra containing open sets and
hence B(R) ⊆ C.
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Observe that a set A ⊆ R is of Lebesgue measure zero, that is,

m(A) = inf

{ ∞∑
i=1

bi − ai : A ⊆
∞∪
i=1

(ai, bi)

}
= 0

if and only if for every ϵ > 0 there exists a sequence (Ik)k∈N of open intervals
such that A ⊆

∪
k∈N Ik and

∑∞
k=0 |Ik| < ϵ, where |Ik| denotes the length of this

interval. From a measure-theoretic point of view, sets of Lebesgue measure zero
are “negligible” subsets of R. For this reason, it is natural to ask the following
question. What sets are of Lebesgue measure zero?

Proposition 3. Every countable subset of R has Lebesgue measure zero.

Proof. Let A ⊆ R be countable. Say, A = {an}n∈N. Let ϵ > 0. Then we have that

A ⊆
∪
n∈N

B
(
an,

ϵ

2n+3

)
and

∑∞
n=0 |B(an,

ϵ
2n+3 )| = ϵ

2 < ϵ. This completes the proof. �

The next natural question is the following. Are there uncountable subsets of
the real line that are of Lebesgue measure zero? This brings us to the Cantor set,
which the author believes is one of the most profound instructional examples and
which is often used to construct counter examples to various reasonable but false
conjectures.

2.6. The Cantor set. Consider the set 2N = {(ai)i∈N : ∀i ∈ N ai ∈ {0, 1}}
consisting of infinite binary sequences equipped with the topology τ induced by the
metric

d((ai)i∈N, (bi)i∈N) =

0 if (ai)i∈N = (bi)i∈N

2−min{i∈N: ai ̸=bi} if (ai)i∈N ̸= (bi)i∈N

It is readily verified that (2N, τ) is a compact totally-disconnected perfect Polish
space, known as the Cantor space. Consider the function f : 2N → R given by

f((ai)i∈N) =

∞∑
i=0

2ai
3i+1

In other words, f((ai)i∈N) is the number in [0, 1] with the ternary expansion
(0, (2a0)(2a1)(2a2) . . . )3. It is straightforward to check that f is continuous. We
now check that f is an injection. Assume towards a contradiction that for distinct
sequences (ai)i∈N and (bi)i∈N we have f((ai)i∈N) = f((bi)i∈N). Then we get

0 =

∞∑
i=0

2(ai − bi)

3i+1
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Let k ∈ N be least such that ak ̸= bk. Without loss of generality, we may assume
that ak = 1 and bk = 0. Then clearly

0 =

∞∑
i=0

2(ai − bi)

3i+1
=

2

3k+1
+

∞∑
i=k+1

2(ai − bi)

3i+1

On the other hand, it follows from triangle inequality that

2

3k+1
=

∣∣∣∣ ∞∑
i=k+1

2(ai − bi)

3i+1

∣∣∣∣ ≤ ∞∑
i=k+1

∣∣∣∣2(ai − bi)

3i+1

∣∣∣∣ ≤ ∞∑
i=k+1

∣∣∣∣ 2

3i+1

∣∣∣∣ = 1

3k+1

which is a contradiction. Therefore, f is an injection. Since f is a continuous
injection and |2N| = |R| = c, its image is a compact perfect subset of R with
cardinality c. Its image C = f [2N] is called the Cantor set.

In other words, the Cantor set C consists of the numbers in [0, 1] which has some
ternary expansion that does not contain the digit 1. Another way to describe C is
the following recursive procedure:

• Start with the interval [0, 1].
• At every stage, for each closed interval, delete the open middle one-third.
• Repeat the second step for countable many stages.
• C is the intersection of all sets obtained after these stages.

The union of open middle one-thirds deleted at the stage k ≥ 1 is the set of numbers
in [0, 1] which have ternary expansions containing 0 or 2 at their i-th digits for
1 ≤ i < k and containing 1 at their k-th digits that is not followed by all 2’s or all
0’s. This recursive procedure can be visualized as follows.
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Being a compact set, C is closed and hence is Lebesgue measurable. We now
compute its Lebesgue measure. Set

Dk =

{
x ∈ [0, 1] : x =

∞∑
i=0

ai
3i+1

, ai ∈ {0, 1, 2} and ai ̸= 1 for 0 ≤ i < k and ak = 1

}
for each k ∈ N. In other words, Dk is the set of numbers in [0, 1] which have some
ternary expansion that contains 1 at its (k + 1)-st digit and not contains 1 at its
earlier digits. We would like to remark that the set Dk is the closure of the set
removed at stage k + 1 in the previous recursive construction. Note that the sets
Dk are disjoint and

[0, 1] = C ∪
∞⊔
k=0

Dk

Moreover, the sets C ∩ Dk are at most countable since there are only countably
many numbers in [0, 1] which has multiple (indeed, two) ternary expansions.5 Con-
sequently, we have that m(Dk − C) = m(Dk). It is also not difficult to see that
m(Dk) = 2k/3k+1. It follows that

m(C) = 1−m

( ∞⊔
k=0

(Dk − C)

)
= 1−

∞∑
k=0

m(Dk−C) = 1−
∞∑
k=0

m(Dk) = 1−
∞∑
k=0

2k

3k+1
= 0

5With some effort, the reader can verify that C ∩Dk has indeed 2k+1 elements.
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Therefore, C is of Lebesgue measure zero. Having shown the existence of a set of
Lebesgue measure zero with cardinality c, we have the following corollaries.

Corollary 15. |L| = |P(R)|.

Proof. Since L ⊆ P(R), we have that |L| ≤ |P(R)|. For the converse inequality,
observe that, since (R,L,m) is complete and m(C) = 0, we have P(C) ⊆ L and
hence, that |C| = c = |R| implies that |P(C)| = |P(R)| ≤ |L|. �

Corollary 16. There are non-Borel Lebesgue measurable sets, that is, B(R) ̸= L.

Proof. It follows from Theorem 3, Corollary 15 and Cantor’s theorem on the car-
dinality of power sets that |B(R)| = c = |R| < |P(R)| = |L|. Thus B(R) ̸= L. �

Before we conclude this subsection, we would like to remark that, in the recursive
construction of the Cantor set, if one removes the open middle one-n-th instead of
the open middle one-third, where n > 3, then the corresponding construction would
end up giving a compact perfect totally-disconnected subset of R with positive
measure. Such sets are usually called fat Cantor sets or Smith-Volterra-Cantor sets.
The curious reader may Google these terms to see examples of such constructions.

2.7. Stairway to hell. We shall next construct a function based on the Cantor
set which has some amazing properties. Define the function F : [0, 1] → [0, 1] by

F (x) =


∞∑
i=0

ai
2i+1

if x ∈ C and x =

∞∑
i=0

2ai
3i+1

sup{F (t) : t ≤ x, t ∈ C} if x /∈ C

This function is well-defined because any element of C has a unique ternary ex-
pansion not containing the digit 1. We will now show that F is increasing. Let
x, y ∈ [0, 1]. Assume that x ≤ y. We have the following four cases.

• If x /∈ C and y /∈ C, then F (x) = F (y) since

{F (t) : t ≤ x, t ∈ C} ⊆ {F (t) : t ≤ y, t ∈ C}

• If x ∈ C and y /∈ C, then F (x) ≤ F (y) since F (x) ∈ {F (t) : t ≤ y, t ∈ C}.
• If x ∈ C and y ∈ C, then F (x) ≤ F (y) since each ternary digit of y is greater

than or equal to the corresponding ternary digit of x.
• If x /∈ C and y ∈ C, then F (x) ≤ F (y) since F (t) ≤ F (y) for every t ≤ x ≤ y

with t ∈ C, by the previous case.

Therefore F is increasing. Recall that every number in [0, 1] has a binary expansion,
i.e. is of the form

∑∞
i=0

ai

2i+1 . It follows that F is surjective. In fact, we have that
F [C] = [0, 1]. We shall next prove the continuity of F .

Theorem 17. F is continuous on [0, 1].
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Proof. We first show that F is continuous outside the Cantor set. Let x ∈ [0, 1]−C.
Since [0, 1]− C is open, there exists δ > 0 such that B(x, δ) ⊆ [0, 1]− C. But then,
by the definition of F , we have that F (y) = F (x) whenever y ∈ B(x, δ). Therefore,
F ′(x) = 0 and F is continuous at x.

We now show that F is continuous at every point in C. Let x ∈ C and ϵ > 0.
Since x ∈ C, there exists a unique sequence (an)n∈N ∈ 2N such that x =

∑∞
i=0

2ai

3i+1 .
We can also find some integer k ≥ 2 such that 1/2k < ϵ. We split into several cases.

• Assume that (an)n∈N ∈ 2N is not eventually 0 or eventually 1, i.e. the digits
in the ternary expansion of x is not eventually 0 or eventually 2. Choose

δ = min

{
x−

k−1∑
i=0

2ai
3i+1

,

(
k−1∑
i=0

2ai
3i+1

+

∞∑
i=k

2

3i+1

)
− x

}

Since (an)n∈N ∈ 2N is not eventually 0 or eventually 1, we have that δ > 0.
Assume that |x−y| < δ. If we have x−δ < y ≤ x, then, F being increasing
implies

F (x)− F (y) ≤ F (x)− F

(
k−1∑
i=0

2ai
3i+1

)
=

∞∑
i=0

ai
2i+1

−
k−1∑
i=0

ai
2i+1

≤
∞∑
i=k

1

2i+1
=

1

2k
< ϵ

Similarly, if we have x ≤ y < x+ δ, then

F (y)− F (x) ≤ F

(
k−1∑
i=0

2ai
3i+1

+

∞∑
i=k

2

3i+1

)
− F (x) =

∞∑
i=k

1− ai
2i+1

≤ 1

2k
< ϵ

This shows that F is continuous at x.
• Assume that (an)n∈N ∈ 2N is eventually 0, i.e. the digits in the ternary

expansion of x is eventually 0. Set

δ =

(
k−1∑
i=0

2ai
3i+1

+

∞∑
i=k

2

3i+1

)
− x

Then δ > 0. If we have x ≤ y < x+ δ, then, as before,

F (y)− F (x) ≤ F

(
k−1∑
i=0

2ai
3i+1

+

∞∑
i=k

2

3i+1

)
− F (x) =

∞∑
i=k

1− ai
2i+1

=
1

2k
< ϵ

which shows that F is right-continuous at x. We will now show that left-
continuous at x whenever x ̸= 0. Assume that x ̸= 0, say, x =

∑k
i=0

2ai

3i+1

with ak ̸= 0. Set δ = 1/3k+1. If we have x − δ < y < x, then any ternary
expansion of y contains 1 at its (k+1)-st digit and hence y /∈ C. Moreover,

x− δ =

k−1∑
i=0

2ai
3i+1

+
1

3k+1
=

k−1∑
i=0

2ai
3i+1

+

∞∑
i=k+1

2

3i+1
∈ C
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Consequently, as F is increasing, it follows from the definition of F that
F (x− δ) = F (y) for any x− δ < y < x. On the other hand, we have

F (x) =

k∑
i=0

ai
2i+1

=

k−1∑
i=0

ai
2i+1

+
1

2k+1
=

k−1∑
i=0

ai
2i+1

+

∞∑
i=k+1

1

2i+1
= F (x− δ)

Therefore, F (x) = F (y) for any x − δ < y < x. This shows that F is
left-continuous at x whenever x ̸= 0. Therefore, F is continuous at x.

• Assume that (an)n∈N ∈ 2N is eventually 2, i.e. the digits in the ternary
expansion of x is eventually 2. Set

δ = x−
k−1∑
i=0

2ai
3i+1

Then δ > 0. If we have x− δ < y ≤ x, then, as before,

F (x)− F (y) ≤ F (x)− F

(
k−1∑
i=0

2ai
3i+1

)
=

∞∑
i=0

ai
2i+1

−
k−1∑
i=0

ai
2i+1

≤
∞∑
i=k

1

2i+1
=

1

2k
< ϵ

which shows that F is left-continuous at x. We will now show that F is
right-continuous at x whenever x ̸= 1. Assume that x ̸= 1, say, we have
x =

∑k
i=0

2ai

3i+1 +
∑∞

i=k+1
2

3i+1 with ak ̸= 2. Set δ = 1/3k+1. If we have
x < y < x+ δ, then any ternary expansion of y contains 1 at its (k + 1)-st
digit and hence y /∈ C. Consequently, as F is increasing, it follows from the
definition of F that F (x) = F (y) for any x < y < x + δ. This shows that
F is right-continuous at x whenever x ̸= 1.

This completes the proof that F is continuous. �

The function F is called the Cantor function. As we have shown, it is an in-
creasing surjective continuous function from the closed unit interval to itself whose
derivative is zero almost everywhere. It is sometimes called the Devil’s staircase
since its graph (approximately) looks as follows.6

6Imagine trying to climb these stairs from (0, 0) to (1, 1). You are somehow climbing up
without moving vertically except on a “negligible” set.
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Being a continuous function on a compact set, the Cantor function is uniformly
continuous but is not absolutely continuous.

2.8. Strong measure zero sets. In this subsection, we shall introduce a strength-
ening of the notion of being of measure zero. Recall that a set A ⊆ R is of (Lebesgue)
measure zero if and only if A can be covered with countably many open intervals
whose total length can be made arbitrarily small. By demanding to control the
length of each of these open intervals, we obtain the following stronger notion.

A set A ⊆ R is of strong measure zero if and only if for every sequence (ϵn)n∈N

of positive real numbers, there exists a sequence (In)n∈N of bounded open intervals
such that A ⊆

∪∞
n=0 In and |In| < ϵn for all n ∈ N. It is straightforward to

check that every strong measure zero set is of measure zero. However, the converse
statement does not hold.

Proposition 4. The Cantor set C is not of strong measure zero.

Proof. Assume towards a contradiction that C is of strong measure zero. Given
ϵn = 1/3n+1 for every n ∈ N, by assumption, we can find open intervals (In)n∈N

such that |In| < 1/3n+1 and C =
∪

n∈N In.
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Observe that I0 does not intersect at least one of [0, 1/3] and [2/3, 1] since it
has length 1/3. Say, it does not intersect [a0/3, (a0 + 1)/3]. Similarly, I1 does not
intersect at least one of [a0/9, (a0 + 1)/9] or [(a0 + 2)/9, (a0 + 3)/9] since it has
length 1/9. Say, it does not intersect [a1/9, (a1 + 1)/9]. Continuing inductively
in this manner, we can find a sequence of nested closed intervals (Jn)n∈N such
that In does not intersect Jn. But, by compactness, we have that

∩
n∈N Jn ̸= ∅.

Let x ∈
∩

n∈N Jn. By the recursive construction of C, we have that x ∈ C but
x /∈

∪
n∈N In as Jn does not intersect In, which is a contradiction. �

Which sets are of strong measure zero? Imitating the proof of Proposition 3,
one can easily see that countable sets are of strong measure zero, as follows. Given
A = {an : n ∈ N} and (ϵn)n∈N, we can set In = B(an, ϵn/4) in which case |In| < ϵn

and A ⊆
∪

n∈N In. The next obvious question is the following. Does the converse
statement hold?

The Borel conjecture is the statement that every strong measure zero set is
countable. Sierpiński proved in [Sie28] that, assuming the Continuum Hypothesis7

in addition to ZFC, there are uncountable strong measure zero sets. Laver proved
in [Lav76] that if ZFC is consistent, then so is ZFC+“the Borel conjecture holds”.
Since the Continuum Hypothesis is relatively consistent with ZFC, combining these
results, we have the following.

Theorem 18. If the axioms of ZFC are consistent, then the Borel conjecture cannot
be proven or disproven using the axioms of ZFC.

This theorem is one of the many connections between abstract measure theory
and advanced set theory.

2.9. Exercises. Below you shall find some exercises that you can work on regarding
the topics in this section. These exercises are not to be handed in as homework
assignments.

• Exercises 10, 11, 18, 19, 24, 30, 33 from Chapter 1 of [Fol99].
• Exercises 2,3 from Chapter 1.2, Exercise 9 from Chapter 1.3 and Exercise

7 from Chapter 1.4 of [Coh93].
• Show that for every continuous map f : (0, 1) → R, there exists a continuous

map g : (0, 1) → R such that range(f) = range(g) and g′(x) = 0 almost
everywhere, where (0, 1) is endowed with its Lebesgue measure.

3. Functions

3.1. Measurable functions. In this subsection, we shall introduce and investigate
measurable functions which are the “morphisms” between measurable spaces.

7Recall that the Continuum hypothesis is the statement that there are not sets A such that
|N| < |A| < R.
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Let (X,M) and (Y,N ) be measurable spaces. A function f : X → Y is said to
be measurable if f−1[E] ∈ M for every E ∈ N .1 In other words, a map between
measurable spaces is called measurable if the inverse images of measurable sets are
measurable. It is immediately seen from the definition that the composition of
measurable maps is measurable, whenever such a composition is possible.

In what follows, we shall often be dealing with functions of the form f : X → R.
Let us introduce some terminology regarding some of these functions. In the case
that X is a topological space, a function f : X → R will be called Borel measurable
(or simply, Borel) if it is (B(X),B(R))-measurable. In the special case that (X,M)

is equal to (R,L), a function f : R → R will be called Lebesgue measurable if it is
(L,B(R))-measurable.

It turns out that, in order to guarantee measurability, it suffices to check the
inverse images of generators.

Proposition 5. Let (X,M) and (Y,N ) be measurable spaces. Let E ⊆ P(Y)

be such that M(E) = N . Then a map f : X → Y is measurable if and only if
f−1[E] ∈ M for every E ∈ E.

Proof. The left-to-right direction is trivial since E ⊆ N . To prove the right-to-left
direction, assume that f−1[E] ∈ M for every E ∈ E . Set

Ω = {A ⊆ Y : f−1[A] ∈ M}

By assumption, we have that E ⊆ Ω. It suffices to show that N = M(E) ⊆ Ω,
which would follow from that Ω is a σ-algebra. Let A ∈ Ω and A1, A2, · · · ∈ Ω.
Then f−1[A] ∈ M and f−1[Ai] for every i ∈ N+. Since M is a σ-algebra, we have
that f−1[Ac] =

(
f−1[A]

)c ∈ M and

f−1

[ ∞∪
i=1

Ai

]
=

∞∪
i=1

f−1[Ai] ∈ M

Therefore, Ac ∈ Ω and
∪∞

i=1Ai ∈ Ω. This shows that Ω is a σ-algebra. �

Since the Borel σ-algebra of a topological space is generated by its open sets and
the inverse images of open sets are open under continuous functions, as a corollary
to Proposition 5, we have that any continuous function f : X → Y is automatically
(B(X),B(Y))-measurable. Combining Proposition 5 and Proposition 2, we also
have the following characterization of measurable functions with codomain R.

Proposition 6. Let (X,M) be a measurable space and f : X → R. Then the
following are equivalent.

• f is measurable.

1To be more precise, what we should really say is that f is (M,N )-measurable. However, the
endowed σ-algebras are often understood from the context and so, we shall drop the prefix unless
it is necessary.
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• f−1[ (a, b) ] ∈ M for all a, b ∈ R.
• f−1[ (a, b) ] ∈ M for all a, b ∈ Q.
• f−1[ [a, b] ] ∈ M for all a, b ∈ R.
• f−1[ [a, b) ] ∈ M for all a, b ∈ R.
• f−1[ (a,∞) ] ∈ M for all a, b ∈ R.
• f−1[ (−∞, a) ] ∈ M for all a, b ∈ R.
• f−1[ [a,∞) ] ∈ M for all a, b ∈ R.
• f−1[ (−∞, a] ] ∈ M for all a, b ∈ R.

Next will be characterized measurable maps between a measurable space and a
product of measurable spaces.

Theorem 19. Let (X,M) be a measurable space and {(Xi,Mi) : i ∈ I} be an
indexed system of measurable spaces. Let πj :

∏
i∈I Xi → Xj be the projection maps

for each j ∈ I. Then a function f : X →
∏

i∈I Xi is
(
M,

⊗
i∈I Mi

)
-measurable if

and only if fj = πj ◦ f : X → Xj is (M,Mj)-measurable for all j ∈ I.

Proof. Assume that f : X →
∏

i∈I Xi is
(
M,

⊗
i∈I Mi

)
-measurable. Let j ∈ I and

Ej ∈ Mj . Then we have that

f−1
j [Ej ] = (πj ◦ f)−1[Ej ] = f−1[π−1

j [Ej ]] ∈ M

since f is
(
M,

⊗
i∈I Mi

)
-measurable and π−1

j [Ej ] ∈
⊗

i∈I Mi by the definition
of product σ-algebra. It follows that fj is (M,Mj)-measurable. To prove the
converse direction, assume that fj : X → Xj is (M,Mj)-measurable for all j ∈ I.
Recall that

⊗
i∈I Mi is generated by the collection

{π−1
j [Ej ] : Ej ∈ Mj , j ∈ I}

Let j ∈ I and Ej ∈Mj . Then we have that

f−1[π−1
j [Ej ]] = (πj ◦ f)−1[Ej ] = f−1

j [Ej ] ∈ M

since fj is (M,Mj)-measurable. It now follows from Proposition 5 that f is(
M,

⊗
i∈I Mi

)
-measurable. �

As a corollary, we have that the products and sums of Borel measurable functions
are Borel measurable.

Proposition 7. Let (X,M) be a measurable space and f : X → R and g : X → R
be measurable. Then f + g and f · g are measurable.

Proof. By Theorem 19, the map H : X → R × R defined by x 7→ (f(x), g(x)) is
(M,B(R) ⊗ B(R))-measurable. On the other hand, by Theorem 4, we have that
B(R)⊗ B(R) = B(R2). Therefore f is (M,B(R2))-measurable.

Consider Sum : R×R defined by (x, y) 7→ x+y and Prod : R×R → R defined by
(x, y) 7→ x · y. It is clear that Sum and Prod are continuous functions with respect
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to the product topology on R2 and consequently, are (B(R2),B(R))-measurable. It
follows that f + g = Sum ◦H and f · g = Prod ◦H are measurable. �

3.2. The Borel structure of R. The extended real numbers is the set

R = R ∪ {−∞,∞}

where −∞ and +∞ are two additional “points” that are not in R. The complete
linear order structure on R extends to a complete linear order structure on R in
the obvious way: Declare −∞ to be less than all real numbers and +∞ to be
greater than all real numbers. Endowed with this linear order structure, every
subset of R has a supremum and an infimum. The algebraic operations on R can
also be (partially) extended to R in a natural way with the exception of the case
∞−∞ and with the convention that 0 ·±∞ = 0. For more details regarding these,
the reader is referred to [Fol99, Section 0.5]. In this subsection, we shall be more
interested in the topological structure of R.

Consider the function ρ : R → [0,∞) given by

ρ(x, y) = | arctan(x)− arctan(y)|

where the usual arctan function is extended to R by arctan(+∞) = π/2 and
arctan(−∞) = −π/2. Since arctan is one-to-one, we have that ρ is a metric.
We next show that ρ � R is a compatible metric with the Euclidean topology of R.

Let x ∈ R. Since arctan′(t) ≤ 1 for all t ∈ R, by the Mean Value Theorem,
we have that ρ(x, y) ≤ d(x, y) = |x − y| for every x, y ∈ R. Consequently, for any
r ∈ R+, we have that Bd(x, r) ⊆ Bρ(x, r). Moreover, since tan is continuous at the
point arctan(x), for any r ∈ R+, there exists δ ∈ R+ such that Bρ(x, δ) ⊆ Bd(x, r).2

Hence ρ and d are equivalent metrics and generate the same topology on R.
Now consider the map φ : R → [−π

2 ,
π
2 ] given by

φ(x) =


−π/2 if x = −∞

arctan(x) if −∞ < x <∞

π/2 if x = +∞

It is readily verified φ is a homeomorphism where R is endowed with the topology
induced by the metric ρ and [−π

2 ,
π
2 ] is endowed with its subspace topology coming

from the Euclidean topology of R, with which it is a compact space. Therefore,
R is a compact topological space and indeed, is a two-point compactification of R.
Let us now consider the Borel σ-algebra of R. We claim that

B(R) = { A ∪B : A ∈ B(R), B ⊆ {+∞,−∞} }

= { S ⊆ R : S ∩ R ∈ B(R) }

2This is the δ-value corresponding to ϵ = r in the ϵ-δ definition of continuity of tan at the
point arctan(x).
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Since every open ball in R is also an open set in R, we have that B(R) ⊆ B(R).
Moreover, any subset of {+∞,−∞} is a closed set in R and hence is in B(R). As
B(R) is closed under unions, the right-hand side is a subset of B(R). To see the
converse inclusion, observe that the collection {Bρ(x, r) : x ∈ R, r ∈ R+} is a set
of generators for B(R) and every set in this collection is either an open subset of R
or is of the form O ∪ {±∞} for some open subset O of R. It is easily seen that the
right-hand side is a σ-algebra and consequently, contains B(R) as a subset.

The reader may verify that B(R) is also generated by the collections

{[−∞, a) : a ∈ R} and {(a,∞] : a ∈ R}

separately. Unless stated otherwise, R is always endowed with this Borel structure.

3.3. Measurable functions as limits of simple functions. Next shall be shown
that pointwise limits of R-valued measurable functions are measurable.

Theorem 20. Let (X,M) be a measurable space and let fn : X → R be measurable
for every n ∈ N. Then the functions F,G,H,K : X → R defined by

• F (x) = supn∈N fn(x),
• G(x) = infn∈N fn(x),
• H(x) = lim supn→∞ fn(x) and
• K(x) = lim infn→∞ fn(x)

for all x ∈ X, are measurable.

Proof. Recall that B(R) is generated by the sets of the form (a,∞] with a ∈ R.
Thus, by Proposition 5, it suffices to check that the inverse images of sets of this
form are measurable. Let a ∈ R. It easily follows from the definition of supremum
that

F−1[(a,∞]] =
∪
n∈N

f−1
n [(a,∞]]

Since fn’s are measurable, we have that f−1
n [(a,∞]] ∈ M for every n ∈ N and

hence, F−1[(a,∞]] ∈ M as M is a σ-algebra. Therefore, F is measurable. Using
the sets of the form [−∞, a) which also generate R, one can also show with a similar
trick that G is measurable.

Having shown that the pointwise supremum and infimum of a countable set
of measurable functions are measurable, we have that Hn(x) = supk≥n fk(x) and
Kn(x) = infk≥n fk(x) are measurable for all n ∈ N. Consequently, H and K are
measurable since H(x) = infn∈NHn(x) and K(x) = supn∈NKn(x). �

Theorem 20 has some important corollaries. First, given a sequence of R-valued
measurable functions (fn)n∈N on a measurable space (X,M), if the pointwise limit
f(x) = limn→∞ fn(x) exists for every x ∈ X, then f : X → R is measurable.
Second, if f : X → R and g : X → R are measurable functions, then the maps
M(x) = max{f(x), g(x)} and m(x) = min{f(x), g(x)} are measurable.
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Next will be introduced a notion of utmost importance, namely, the notion of a
simple function. Let (X,M) be a measurable space. A function f : X → R is said
to be a simple function if it is measurable and has finite range.

Let f : X → R be a simple function.3 By assumption, its range is finite, say,
ran(f) = {r1, r2, . . . , rn} with ri ̸= rj for distinct i and j. Since f is measurable,
the sets Ai = f−1[{ri}] are in M for every 1 ≤ i ≤ n. Moreover, we have that

f(x) =

n∑
i=1

ri · χAi(x)

for every x ∈ X. The expression above is called the standard representation of
the simple function f . As we have just seen, any simple function is a finite linear
combination of characteristic functions of measurable sets and conversely, any such
function is simple.4 For this reason, simple functions are often defined as finite
linear combinations of characteristic functions of measurable sets in many books.

The reason that simple functions are central to the development of our theory of
integration is that, as will be proven in the next theorem, every positive measurable
function is the pointwise limit of simple functions. Consequently, in order to prove
that measurable functions possess a certain property, one usually proves that simple
functions have that property and it is preserved under taking pointwise limits.

Theorem 21. Let (X,M) be a measurable space and let f : X → [0,∞] be
measurable. Then there exists a sequence (ϕn)n∈N of simple functions such that
0 ≤ ϕn ≤ ϕn+1 ≤ f for all n ∈ N and limn→∞ ϕn(x) = f(x) for all x ∈ X.

Proof. Let n ∈ N. For each integer 0 ≤ k ≤ 22n − 1, set

An
k = f−1

[[
k

2n
,
k + 1

2n

)]
and Bn = f−1[[2n,∞]]. As f is measurable, An

k ’s and Bn are in M. Set ϕn : X → R
to be the simple function given by

ϕn(x) =

22n−1∑
k=0

k

2n
· χAn

k
(x) + 2n · χBn(x)

It is fairly straightforward to check that ϕn ≤ f . We next show that ϕn ≤ ϕn+1

for all n ∈ N. Let n ∈ N and x ∈ X. Assume that f(x) ∈
[

k
2n ,

k+1
2n

)
for some

0 ≤ k ≤ 22n − 1. Then f(x) ∈
[

2k
2n+1 ,

2k+2
2n+1

)
and hence

ϕn(x) =
k

2n
≤ 2k

2n+1
≤ ϕn+1(x)

3We would like to emphasize that, following the general convention, simple functions have
codomain R and are not allowed to take the values ±∞.

4Note that a simple function may be represented in multiple ways as a finite linear combination
of characteristic functions of measurable sets, however, the standard representation is the unique
one where the coefficients are distinct and the measurable sets corresponding to the characteristic
functions form a partition of the space.
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Assume that f(x) ∈ [2n,∞]. Then f(x) ∈ [2n+1,∞] or f(x) ∈
[

k
2n+1 ,

k+1
2n+1

)
for

some 22n+1 ≤ k ≤ 22n+2 − 1. In both cases, we have that

ϕn(x) = 2n =
22n+1

2n+1
≤ ϕn+1(x)

It follows that ϕn(x) ≤ ϕn+1(x) for all x ∈ X. Finally, we will prove that
limn→∞ ϕn(x) = f(x) for all x ∈ X.

Let x ∈ X. We split into two cases. Assume that f(x) ̸= ∞. Then, for
sufficiently large values of n, we have that x ∈ An

k for some 0 ≤ k ≤ 22n − 1.
Moreover, if x ∈ An

k , then we have that

|f(x)− ϕn(x)| ≤
1

2n

It follows that limn→∞ ϕn(x) = f(x). Assume that f(x) = ∞. Then, by definition,
limn→∞ ϕn(x) = limn→∞ 2n = ∞ = f(x). �

Analyzing the last estimation in the proof of Theorem 21, we indeed see that the
sequence (ϕn)n∈N that we constructed converges to f uniformly on every set where
f is bounded.

While carrying out proofs, we shall often need to modify measurable functions
on µ-null sets. The next proposition shows that this trick does not disturb the
measurability of the function if the measure space is complete. More precisely, we
have the following.

Proposition 8. Let (X,M, µ) be a complete measure space and (Y,N ) be a mea-
surable space. Let f, g : X → Y be functions. If f is measurable and f(x) = g(x)

holds µ-almost everywhere, then g is measurable.

Proof. Assume that f is measurable and N = {x ∈ X : f(x) ̸= g(x)} is µ-null. Let
E ∈ N . Since f is measurable, f−1[E] ∈ M and so

g−1[E] ∩N c = f−1[E] ∩N c ∈ M

As (X,Mµ) is complete and N is µ-null, we have g−1[E]∩N ∈ M. It follows that

g−1[E] = (g−1[E] ∩N) ∪ (g−1[E] ∩N c) ∈ M

Therefore, g is measurable. �

Corollary 22. Let (X,Mµ) be a complete measure space and fn : X → R be
measurable for every n ∈ N and f : X → R be a function. If limn→∞ fn(x) = f(x)

µ-almost everywhere, then f is measurable.

Proof. Assume that limn→∞ fn(x) = f(x) µ-almost everywhere. Set

N = {x ∈ X : lim
n→∞

fn(x) ̸= f(x)}

By assumption, µ(N) = 0. For each n ∈ N, define the function gn = fn · χX−N .
Then gn’s are measurable by Proposition 7 and limn→∞ gn(x) = f(x) · χX−N (x)
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for all x ∈ X. Therefore, by Theorem 20, f · χX−N is measurable. On the other
hand, f(x)χX−N (x) = f(x) holds µ-almost everywhere and hence f is measurable
by Proposition 8. �

3.4. Integrating measurable functions. In this subsection, we shall define the
integral of a measurable function with respect to a measure. For the remaining of
this subsection, let (X,M, µ) be a fixed measure space and let

L+(X,M, µ)5 = {f : X → [0,∞] : f is measurable6}

Our first goal is to define the integral of functions in L+(X,M, µ). We know
by Theorem 21 that the elements of L+(X,M, µ) are pointwise limits of positive
simple functions. For this reason, the first step will be to define the integral of simple
functions and then try to extend this definition to functions in L+(X,M, µ).

Let ϕ ∈ L+(X,M, µ) be a simple function with the standard representation

ϕ(x) =

n∑
i=1

ri · χAi(x)

We define the integral of ϕ with respect to µ to be∫
X

ϕ dµ =

n∑
i=1

ri · µ(Ai)

with the convention that 0 · ∞ = 0. Although we have defined
∫
X
ϕ dµ using the

standard representation of ϕ, one may wish to make the same definition for an
arbitrary representation of ϕ as a finite linear combination of characteristic func-
tions of measurable sets, which may possibly include zero efficients or characteristic
functions of non-disjoint measurable sets or empty sets. It is slightly cumbersome
to check that the integral

∫
X
ϕ dµ is indeed independent of the representation of

ϕ. While we are planning to use this fact, we shall not prove it here. For a proof
of this fact, the reader may check [SS05, §2 Proposition 1.1]. We next define the
integral of ϕ over an arbitrary measurable set. For each A ∈ M, we define the
integral of ϕ with respect to µ over A to be∫

A

ϕ dµ =

∫
X

ϕ · χA dµ

Note that this definition makes sense since ϕ·χA is simple whenever ϕ is simple. We
next show that the integral we defined has its expected linearity and monotonicity
properties.

Lemma 3. Let ϕ, ψ ∈ L+(X,M, µ) be simple functions. Then

5We would like to remark that this set does not depend on the measure µ but depends only
on the measurable space structure of (X,M, µ). For this reason, we should really have used the
notation L+(X,M) to denote it. However, since our purpose is the define the integral of functions
in this set and the integral does depend on µ, we shall use this notation.

6Here [0,∞] is endowed with the Borel σ-algebra of its topology induced as a subspace of R.
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a.
∫
X
cϕ dµ = c

∫
X
ϕ dµ for every c ∈ R+.

b.
∫
X
ϕ+ ψ dµ =

∫
X
ϕ dµ+

∫
X
ψ dµ.

c. If ϕ ≤ ψ, then
∫
X
ϕ dµ ≤

∫
X
ψ dµ.

Proof. Let ϕ =
∑n

i=1 ri ·χAi
and ψ =

∑m
j=1 sj ·χBj

be the standard representations
of ϕ and ψ. Recall that this means that the collections {Ai}ni=1 and {Bj}mj=1 are
partitions of X, the coefficients ri’s are distinct and the coefficients sj ’s are distinct.
Then we have =

∑n
i=1(cri) · χAi

is the standard representation of cϕ, from which
part a follows.

To prove part b, set Cij = Ai ∩Bj . It is immediately seen that Cij ’s are disjoint
and moreover, Ai =

⊔m
j=1 Cij and Bj =

⊔n
i=1 Cij . It follows that∫

X

ϕ dµ+

∫
X

ψ dµ =

n∑
i=1

ri · µ(Ai) +

m∑
j=1

sj · µ(Bj)

=

n∑
i=1

ri · µ

 m∪
j=1

Cij

+

m∑
j=1

sj · µ

(
n∪

i=1

Cij

)

=

n∑
i=1

ri ·

 m∑
j=1

µ(Cij)

+

m∑
j=1

sj ·

(
n∑

i=1

µ(Cij)

)

=

n∑
i=1

m∑
j=1

(ri + sj)µ(Cij) =

∫
X

ϕ+ ψ dµ

We would like to emphasize that the last equality follows from that the integral of
a simple function is independent of its representation and

ϕ+ ψ =

n∑
i=1

m∑
j=1

(ri + sj)Cij

is some representation of ϕ+ψ.7 Therefore, part b holds. To prove part c, observe
that the finite linear combinations

∑n
i=1

∑m
j=1 riχCij

and
∑m

j=1

∑n
i=1 sjχCij

are
representations of ϕ and ψ respectively.8 Consequently, if ϕ ≤ ψ, then ri ≤ sj

whenever Cij ̸= ∅, in which case we have∫
X

ϕ dµ =

n∑
i=1

m∑
j=1

ri · µ(Cij) ≤
n∑

i=1

m∑
j=1

sj · µ(Cij) =

∫
X

ψ dµ

This completes the proof. �

7The reason it may not be the standard representation is that the coefficients ri + sj may fail
to be distinct in which case we have to take the union of the corresponding measurable sets to
regroup.

8This follows from the fact that if E1, . . . , Ek are disjoint sets, then χE1⊔···⊔Ek
=

∑k
i=1 χEk

.
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We are now ready to define the integral of functions in L+(X,M, µ) over X.
Given f ∈ L+(X,M, µ), we define∫

X

f dµ = sup

{∫
X

ϕ dµ : 0 ≤ ϕ ≤ f, ϕ is simple
}

It follows from the definition of supremum that∫
X

f dµ ≤
∫
X

g dµ whenever f ≤ g

Moreover, Lemma 3.a implies that, for every c ∈ R+, we have∫
X

cf dµ = c

∫
X

f dµ

As before, for every measurable set A ∈ M, we define∫
A

f dµ =

∫
X

f · χA dµ

which can also be checked to have the properties that we have mentioned above.
We will now prove the first of the three main convergence results that we shall

learn in this course.

Theorem 23 (The Monotone Convergence Theorem). Let fn ∈ L+(X,M, µ) be
such that fn ≤ fn+1 for all n ∈ N. Then we have that∫

X

lim
n→∞

fn dµ = lim
n→∞

∫
X

fn dµ

Proof. First, note that f(x) = supn∈N fn(x) = limn→∞ fn(x) for every x ∈ X by
the monotonicity assumption and hence, we have limn→∞ fn(x) ∈ L+(X,M, µ) by
Theorem 20.

We clearly have fk ≤ f and so,
∫
fk ≤

∫
f for every k ∈ N. It follows that

lim
n→∞

∫
X

fn dµ = sup
n∈N

∫
X

fn dµ ≤
∫
X

f dµ

For the reverse inequality, let 0 ≤ ϕ ≤ f be a simple function and let 0 < α < 1.
set

En = {x ∈ X : fn(x) ≥ αϕ(x)}

for each n ∈ N. Since f(x) = supn∈N fn(x) for all x ∈ X and αϕ(x) < f(x)

unless f(x) = 0, in which case x ∈ E0, we have that X =
∪

n∈NEn and moreover,
En ⊆ En+1 for all n ∈ N by the monotonicity assumption. In order to proceed, we
will need the following lemma.

Lemma 4. If ψ : X → [0,∞] is simple, then E 7→
∫
E
ψ dµ is a measure on (X,M).
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Proof. Clearly
∫
∅ ψ dµ = 0. Let A1, A2, · · · ∈ M be disjoint. Let ψ =

∑n
k=1 rk ·χEk

be the standard representation of ψ. Then we have that∫
⊔∞

i=1 Ai

ψ dµ =

∫
X

χ⊔∞
i=1 Ai

·
n∑

k=1

rk · χEk
dµ

=

∫
X

n∑
k=1

rk · χEk∩
⊔∞

i=1 Ai
dµ

=

n∑
k=1

rk · µ

(
Ek ∩

∞⊔
i=1

Ai

)

=

n∑
k=1

rk ·
∞∑
i=1

µ (Ek ∩Ai)

=

n∑
k=1

∞∑
i=1

rk · µ (Ek ∩Ai) =

∞∑
i=1

n∑
k=1

rk · µ (Ek ∩Ai)

=

∞∑
i=1

∫
X

rk · χEk∩Ai dµ =

∞∑
i=1

∫
Ai

rk · χEk
=

∞∑
i=1

∫
Ai

ψ dµ

It follows that the map E 7→
∫
E
ψ dµ is a measure. �

We now return to the proof of the Monotone Convergence Theorem. It is easily
seen that ∫

X

fn dµ ≥
∫
En

fn dµ ≥
∫
En

αϕ dµ

On the other hand, since the map E 7→
∫
E
αϕ dµ is a measure and E0 ⊆ E1 ⊆ . . . ,

we have that

α

∫
X

ϕ dµ =

∫
X

αϕ dµ =

∫
∪

n∈N En

αϕ dµ = lim
n→∞

∫
En

αϕ dµ ≤ lim
n→∞

∫
X

fn dµ

The above inequality is true for all 0 < α < 1 and hence it is true for α = 1. This
implies that ∫

X

ϕ dµ ≤ lim
n→∞

∫
X

fn dµ

As 0 ≤ ϕ ≤ f was arbitrary, we have that∫
X

f dµ = sup

{∫
X

ϕ dµ : 0 ≤ ϕ ≤ f, ϕ is simple
}

≤ lim
n→∞

∫
X

fn dµ

which finishes the proof of the Monotone Convergence Theorem. �

We would like to remark that the monotonicity assumption in this theorem
cannot be dropped. For example, if fn = χ[n,n+1) for every n ∈ N, then we have
that limn→∞ fn(x) = 0 for every x ∈ R but

lim
n→∞

∫
R
fn dm = lim

n→∞
m([n, n+ 1)) = 1 ̸= 0 =

∫
R
0 dm =

∫
R

lim
n→∞

fn dm
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However, as a consequence of Fatou’s lemma, we shall prove a version of the Mono-
tone Convergence Theorem later on, where the monotonicity assumption is replaced
by an appropriate boundedness condition.

We will next see some consequence of the Monotone Convergence Theorem.
First, in order to evaluate the integral

∫
X
f dµ for a function f ∈ L+(X,M, µ), one

does not really need to take a supremum over a potentially uncountable set as the
definition requires, but rather, has to only compute the limit limn→∞

∫
X
ϕn dµ

where (ϕn)n∈N is any increasing sequence of non-negative simple functions ap-
proaching to f pointwise.

Second, the integral we defined for non-negative measurable functions, as ex-
pected, is additive.

Proposition 9. Let fn ∈ L+(X,M, µ) for every n ∈ N. Then we have that∫
X

∑k
n=0 fn dµ =

∑k
n=0

∫
X
fn dµ for every k ∈ N. Moreover, we have∫
X

∞∑
n=0

fn dµ =

∞∑
n=0

∫
X

fn dµ

Proof. We prove the first claim by induction on k ∈ N. The claim is trivial for
k = 0. Let k ∈ N and assume that the claim holds for k. Let (ϕi)i∈N and (ψi)i∈N

be increasing sequences of simple functions in L+(X,M, µ) approaching pointwise
to
∑k

n=0 fn and fk+1 respectively.9 Then, by various applications of the Monotone
Convergence Theorem together with the induction assumption at the end, we have
that∫

X

k+1∑
n=0

fn dµ =

∫
X

k∑
n=0

fn + fk+1 dµ

=

∫
X

lim
i→∞

(ϕi + ψi) dµ

= lim
i→∞

∫
X

(ϕi + ψi) dµ

= lim
i→∞

(∫
X

ϕi dµ+

∫
X

ψi dµ

)
= lim

i→∞

∫
X

ϕi dµ+ lim
i→∞

∫
X

ψi dµ

=

∫
X

lim
i→∞

ϕi dµ+

∫
X

lim
i→∞

ψi dµ

=

∫
X

k∑
n=0

fn dµ+

∫
X

fk+1 dµ

=

k∑
n=0

∫
X

fn dµ+

∫
X

fk+1 dµ =

k+1∑
n=0

∫
X

fn dµ

9Even though we have not proven it, the reader should show that the sum of functions in
L+(X,M, µ) is in L+(X,M, µ). So such sequences of simple functions by Theorem 21.
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Therefore, by induction, we have that the claim holds for all k ∈ N. Clearly, the
sequence (gk)k∈N of functions satisfy the hypotheses of the Monotone Convergence
Theorem where gk =

∑k
n=0 fn for each k ∈ N. Thus, applying the Monotone

Convergence Theorem once more and using the first part of this theorem, we get
that∫
X

∞∑
n=0

fn dµ =

∫
X

lim
k→∞

gk dµ = lim
k→∞

∫
X

gk dµ = lim
k→∞

k∑
n=0

∫
X

fn dµ =

∞∑
n=0

∫
X

fn dµ

�

Another consequence of the Monotone Convergence Theorem is the following
fact, which will be used later.

Proposition 10. Let f ∈ L+(X,M, µ). Then
∫
X
f dµ = 0 if and only if f(x) = 0

holds µ-almost everywhere.

Proof. We will first show if ϕ ∈ L+(X,M, µ) is simple and ϕ(x) = 0 holds µ-almost
everywhere, then

∫
X
ϕ dµ = 0. Let ϕ ∈ L+(X,M, µ) be a simple function with

standard representation ϕ =
∑n

k=1 rk · χAk
such that ϕ(x) = 0 holds µ-almost

everywhere. Then, a moment’s thought reveals that, for every 1 ≤ k ≤ n, we have
that µ(Ak) = 0 whenever rk ̸= 0. It follows that

∫
X
ϕ dµ =

∑n
k=1 rk · µ(Ak) = 0.

We can now prove the proposition.
Assume that f(x) = 0 holds µ-almost everywhere. Let 0 ≤ ϕ ≤ f be simple.

Then ϕ(x) = 0 holds µ-almost everywhere and hence
∫
X
ϕ dµ = 0. Therefore,∫

X
f dµ = sup{

∫
X
ϕ dµ : 0 ≤ ϕ ≤ f, ϕ is simple} = 0.

Now assume that f(x) = 0 does not hold µ-almost everywhere. It follows that

µ

( ∞∪
n=1

{
x ∈ X : f(x) >

1

n

})
= µ ({x ∈ X : f(x) > 0}) > 0

and hence µ
({
x ∈ X : f(x) > 1

k

})
> 0 for some k ∈ N+ as a countable union of

µ-null sets is µ-null. Consequently,∫
X

f dµ ≥
∫
{x∈X: f(x)> 1

k}
1

k
= µ

({
x ∈ X : f(x) >

1

k

})
· 1
k
> 0

�

Next shall be proven the second convergence results that we shall learn in this
class, namely, Fatou’s lemma.

Theorem 24 (Fatou’s lemma). Let fn ∈ L+(X,M, µ) for all n ∈ N. Then∫
X

lim inf
n→∞

fn dµ ≤ lim inf
n→∞

∫
X

fn dµ
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Proof. Let k ∈ N. Then, for every integer n ≥ k, we have infn≥k fn ≤ fk by
definition of infimum. It follows that∫

X

inf
n≥k

fn dµ ≤
∫
X

fk dµ

Since this is true for each k ∈ N, we have that∫
X

inf
n≥k

fn dµ ≤ inf
k∈N

∫
X

fk dµ

Applying the Monotone Convergence Theorem to the sequence (infn≥k fn)k∈N and
using the previous inequality, we have that∫

X

lim inf
n→∞

fn dµ =

∫
X

lim
k→∞

inf
n≥k

fn = lim
k→∞

∫
X

inf
n≥k

fn ≤ lim
k→∞

inf
k∈N

∫
X

fk dµ

≤ lim inf
n→∞

∫
X

fn dµ

�

We will now prove an important corollary of Fatou’s lemma, which may be
considered as a “cousin” of the Monotone Convergence Theorem. We would like to
note that, within the proof of this fact, we shall carry out an important trick that
will also be used in our arguments later, namely, modifying functions on null sets
to be able to apply our tools. The reader is expected to get used to this approach.

Theorem 25. Let fn, f ∈ L+(X,M, µ) be such that fn(x) −→ f(x) holds µ-almost
everywhere and fn(x) ≤ f(x) holds µ-almost everywhere for each n ∈ N. Then

lim
n→∞

∫
X

fn dµ =

∫
X

f dµ

Proof. Let N = {x ∈ X : fn(x) 9 f(x), or, fn(x) � f(x) for some n ∈ N}. By the
hypothesis and the fact that a countable union of µ-null sets is µ-null, we see that
µ(N) = 0. Set gn = fn ·χNc for each n ∈ N and set g = f ·χNc . It is easily checked
that we have gn(x) → g(x) and gn(x) ≤ g(x) for every x ∈ X. Applying Fatou’s
lemma, we have that∫

X

g dµ =

∫
X

lim
n→∞

gn dµ ≤
∫
X

lim inf
n→∞

gn dµ

≤ lim inf
n→∞

∫
X

gn dµ ≤ lim sup
n→∞

∫
X

gn dµ ≤
∫
X

g dµ

Therefore limn→∞
∫
X
gn exists and limn→∞

∫
X
gn dµ =

∫
X
g dµ. On the other hand,

fn − gn = 0 and f − g = 0 hold µ-almost everywhere and hence, by Proposition 10,
we have that

∫
fndµ =

∫
gndµ for every n ∈ N and

∫
fdµ =

∫
gdµ. Therefore

lim
n→∞

∫
X

fn dµ = lim
n→∞

∫
X

gn dµ =

∫
X

g dµ =

∫
X

f dµ

�
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Having built a powerful theory of integration for non-negative measurable func-
tions, we now extend this theory to all measurable functions as follows. Let

L(X,M, µ) = {f : X → R : f is measurable}10

Given a function f ∈ L(X,M, µ), we define its positive part f+ and negative part
f− as follows.

f+(x) = max{0, f(x)} and f−(x) = max{0,−f(x)}

for every x ∈ X. It is easily checked that f+ and f− are in L+(X,M, µ) and that

f = f+ − f− and |f | = f+ + f−

We say that f is integrable over X if
∫
X
f+ dµ < ∞ and

∫
X
f− dµ < ∞. In this

case, we define the integral of f over X to be∫
X

f dµ =

∫
X

f+ dµ−
∫
X

f− dµ

Assume that f is integrable over X. Then
∫
X
f+ dµ and

∫
X
f− dµ are both finite.

As the integral is additive for measurable functions in L+(X,M, µ), we have that∫
|f | dµ =

∫
f++f− dµ =

∫
X
f+ dµ+

∫
X
f− dµ <∞. Conversely, assume that we

have
∫
|f | dµ < ∞. Then,

∫
X
f+ dµ,

∫
X
f− dµ ≤

∫
|f | dµ < ∞ as f+, f− ≤ |f |.

In other words, we have shown that

f is integrable over X if and only if
∫
X

|f | dµ <∞

which may also be taken as a definition of integrability over X. As before, for each
measurable E ∈ M, we say that f is integrable over E if f · χE is integrable, in
which case we define its integral to be∫

E

f dµ =

∫
X

f · χE dµ

From now on, we set

L1(X,M, µ) = {f ∈ L(X,M, µ) : f is integrable}

=

{
f ∈ L(X,M, µ) :

∫
X

|f | dµ <∞
}

The integral that we defined has its usual expected properties. A straightforward
computation shows that it is linear, that is,∫

E

c · f + g dµ = c

∫
E

f dµ+

∫
E

g dµ

10We would like to remark that, as before, this set does not depend on the measure µ but
depends only on the measurable space structure of (X,M). Still, we would keep use the notation
L(X,M, µ) instead of L(X,M). Also, the codomain R is endowed with its Borel structure B(R).
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for every c ∈ R, every E ∈ M and every f, g ∈ L1(X,M, µ). Moreover, the triangle
inequality for integrals is satisfied as∣∣∣∣∫

X

f dµ

∣∣∣∣ = ∣∣∣∣∫
X

f+ − f− dµ

∣∣∣∣ ≤ ∫
X

f+ dµ+

∫
X

f−dµ =

∫
X

f++f−dµ =

∫
X

|f | dµ

Recall that two non-negative measurable functions that are almost everywhere have
the same integral. The same result holds for integrable functions.

Lemma 5. Let f, g ∈ L1(X,M, µ). Then the following are equivalent.
a.
∫
E
f dµ =

∫
E
g dµ for every E ∈ M.

b.
∫
X
|f − g| dµ = 0.

c. f(x) = g(x) holds µ-almost everywhere.

Proof. Since |f − g| ∈ L+(X,M, µ), Proposition 10 implies that b ⇔ c. We now
show that b⇒ a. Assume that

∫
X
|f − g| dµ = 0. Let E ∈ M. Then we have that∣∣∣∣∫

E

f dµ−
∫
E

g dµ

∣∣∣∣ = ∣∣∣∣∫
E

f − g dµ

∣∣∣∣ ≤ ∣∣∣∣∫
X

f − g dµ

∣∣∣∣ ≤ ∫
X

|f − g| dµ = 0

Therefore
∫
E
f dµ =

∫
E
g dµ. We next shot that a ⇒ c, which would complete

the proof. Assume
∫
E
f dµ =

∫
E
g dµ for every E ∈ M and suppose towards a

contradiction that f(x) = g(x) does not µ-almost everywhere. Then

µ ({x ∈ X : f(x) ̸= g(x)}) > 0

µ
(
{x ∈ X : f+(x)− f−(x) ̸= g+(x)− g−(x)}

)
> 0

µ
(
{x ∈ X : f+(x)− g+(x) ̸= f−(x)− g−(x)}

)
> 0

µ
(
{x ∈ X : (f − g)+(x) ̸= (f − g)−(x)}

)
> 0

µ
(
{x ∈ X : (f − g)+(x) > 0}

)
+ µ

(
{x ∈ X : (f − g)−(x) > 0}

)
> 0

Without loss of generality, we may assume that µ ({x ∈ X : (f − g)+(x) > 0}) > 0.
Then, since strictly positive functions have strictly positive integrals on positive
measure sets, we have that∫

{x∈X: (f−g)+(x)>0}
f − g dµ =

∫
{x∈X: (f−g)+(x)>0}

(f − g)+ dµ > 0

which contradicts our assumption. �

Lemma 5 shows that µ-almost everywhere equal functions have the same integral.
Thus, for the purposes of integration, it suffices to consider functions up to µ-almost
everywhere equivalence.

Let ∼ be the equivalence relation on L1(X,M, µ) given by

f ∼ g ⇐⇒ f(x) = g(x) holds µ-almost everywhere

Consider the quotient space

L1(X,M, µ) = L1(X,M, µ)/ ∼
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together with the function ρ : L1(X,M, µ) → R given by

ρ([f ], [g]) =

∫
X

|f − g| dµ

Then, it follows from Lemma 5 that the pair (L1(X,M, µ), ρ) is a metric space. We
will later investigate the relationship between convergence of functions in this space
and convergence in other senses. L1(X,M, µ) is indeed a Banach space together
with the norm

∫
X
| · | dµ.

It is now time for us to prove the last of the three convergence theorems, namely,
Lebesgue’s dominated convergence theorem.

Theorem 26 (Lebesgue’s dominated convergence theorem). Let fn ∈ L(X,M, µ)

for all n ∈ N and let f ∈ L(X,M, µ) be such that

• fn(x) −→ f(x) holds µ-almost everywhere.
• There exists a non-negative integrable function g ∈ L1(X,M, µ) such that
|fn| ≤ g holds µ-almost everywhere for every n ∈ N.

Then fn’s and f are integrable and we have that

lim
n→∞

∫
X

fn dµ =

∫
X

f dµ

Proof. Set

K = X−

(
{x ∈ X : fn(x) 9 f(x)} ∪

∪
n∈N

{x ∈ X : |fn(x)| > g(x)}

)

By assumption, each of the sets on the right hand side are µ-null and hence Kc

is µ-null. On the other hand, for every x ∈ K, we have that |fn(x)| ≤ g(x) for
all n ∈ N and limn→∞ fn(x) = f(x), which together imply that |f(x)| ≤ g(x). It
follows that ∫

X

|f | dµ =

∫
K

|f | dµ ≤
∫
K

g dµ ≤
∫
X

|g| dµ <∞

Similarly, one has
∫
X
|fn| dµ ≤

∫
X
|g| dµ <∞ for all n ∈ N. Therefore, each fn and

f are integrable. Note that g − fn ≥ 0 and g + fn ≥ 0 for every x ∈ K. Applying
Fatou’s lemma to the sequence (g + fn)n∈N over K, we have that∫

K

g dµ+

∫
K

f dµ =

∫
K

(g + f) dµ =

∫
K

lim inf
n→∞

(g + fn) dµ

≤ lim inf
n→∞

(∫
K

g + fn dµ

)
≤ lim inf

n→∞

(∫
K

g dµ+

∫
K

fn dµ

)
≤
∫
K

g dµ+ lim inf
n→∞

∫
K

fn dµ
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Similarly, applying Fatou’s lemma to the sequence (g − fn)n∈N over K, we get∫
K

g dµ−
∫
K

f dµ =

∫
K

(g − f) dµ =

∫
K

lim inf
n→∞

(g − fn) dµ

≤ lim inf
n→∞

(∫
K

g − fn dµ

)
≤ lim inf

n→∞

(∫
K

g dµ−
∫
K

fn dµ

)
≤
∫
K

g dµ+ lim inf
n→∞

(
−
∫
K

fn dµ

)
≤
∫
K

g dµ− lim sup
n→∞

∫
K

fn dµ

Consequently,∫
K

f dµ ≤ lim inf
n→∞

∫
K

fn dµ ≤ lim sup
n→∞

∫
K

fn dµ ≤
∫
K

f dµ

from which it follows that limn→∞
∫
K
fn dµ exists and

lim
n→∞

∫
K

fn dµ =

∫
K

f dµ

On the other hand, as Kc is µ-null, it follows that

lim
n→∞

∫
X

fn dµ =

∫
X

f dµ <∞

�

One may wish to weaken the hypotheses of the Dominated Convergence Theo-
rem. We would like to note that some kind of domination hypotheses is necessary
since n · χ(0, 1

n )
→ 0 pointwise, however,

lim
n→∞

∫
R
n · χ(0, 1

n )
dm = lim

n→∞
1 ̸= 0 =

∫
R
0 dm =

∫
R

lim
n→∞

n · χ(0, 1
n )

dm

As it was the case with other convergence theorems, the Dominated Convergence
Theorem has some useful and important corollaries, some of which will be proven
next. First, it allows us to interchange an integral and an infinite sum, provided
that the infinite sum of the integrals of absolute values converges.

Theorem 27. Let fn ∈ L(X,M, µ) for all n ∈ N be such that
∞∑

n=0

∫
X

|fn| dµ <∞

Then we have ∫
X

∞∑
n=0

fn dµ =

∞∑
n=0

∫
X

fn dµ
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Proof. Clearly, each |fn| is integrable for the infinite sum
∑∞

n=0

∫
X
|fn| dµ would

have diverged otherwise. Since |fn| ∈ L+(X,M, µ) for all n ∈ N, by Proposition 9,
we have that ∫

X

∞∑
n=0

|fn| dµ =

∞∑
n=0

∫
X

|fn| dµ <∞

Set g(x) =
∑∞

n=0 |fn|(x) for all x ∈ X. Then one can check that g ∈ L+(X,M, µ).
If g(x) = ∞ holds on a set of positive measure, then g would not have finite integral,
and hence g(x) < ∞ holds µ-almost everywhere. Subsequently,

∑∞
n=0 fn(x) con-

verges to a finite value µ-almost everywhere, say, on a set K ⊆ X with µ(Kc) = 0.
Set f =

∑∞
n=0(fn · χK) and gk =

∑k
n=0(fn · χK) for each k ∈ N. Then each gk

is measurable and consequently, f is measurable. Moreover, we have that gk → f

and |gk| ≤ g · χK for each k ∈ N. Thus, by the Dominated Convergence Theorem
and the additivity of integral, we have that∫
X

∞∑
n=0

fn dµ =

∫
X

lim
k→∞

gk dµ = lim
k→∞

∫
X

gk dµ = lim
k→∞

k∑
n=0

∫
X

fk dµ =

∞∑
n=0

∫
X

fn dµ

�

The next corollary is that the set of (equivalence classes) of simple functions are
dense in (L1(X,M, µ), ρ).

Theorem 28. For every integrable function f ∈ L1(X,M, µ) and every ϵ ∈ R+,
there exists a simple function ϕ ∈ L1(X,M, µ) such that

∫
X
|f − ϕ| dµ < ϵ.

Proof. Applying Theorem 21 to f+ and f−, we can find two increasing sequences
(ψn)n∈N and (ηn)n∈N of non-negative simple functions such that ψn ≤ f+ and
ηn ≤ f− for all n ∈ N. Set ϕn = ψn + ηn. Then each |f − ϕn| is measurable,
|f −ϕn| → 0 and |f −ϕn| ≤ 2|f | for all n ∈ N. It then follows from the Dominated
Convergence Theorem that

0 =

∫
X

0 dµ =

∫
X

lim
n→∞

|f − ϕn| dµ = lim
n→∞

∫
X

|f − ϕn| dµ

Therefore, there exists k ∈ N such that
∫
X
|f − ϕk| dµ < ϵ. �

It is often needed in Calculus to move a partial differentiation operator inside
an integral. Such steps can be justified by the following theorem, which is also a
corollary of the Dominated Convergence Theorem.

Theorem 29. Let f : X× (a, b) → R with −∞ < a < b <∞ be such that
• f2(x, t) exists for all t ∈ (a, b) and all x ∈ X.
• There exists g ∈ L1(X,M, µ) such that |f2(x, t)| ≤ g(x) for all t ∈ (a, b)

and all x ∈ X.
Then

∂

∂t

∫
X

f(x, t) dµ =

∫
X

∂f(x, t)

∂t
dµ
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Proof. Let t̂ ∈ (a, b) and let (tn)n∈N be a sequence of real numbers in (a, b) such
that limn→∞ tn = t̂ and tn ̸= t̂ for all n ∈ N. Set

gn(x) =
f(x, tn)− f(x, t̂)

tn − t̂

for all x ∈ X. Then, by definition, for all x ∈ X, we have

lim
n→∞

gn(x) = f2(x, t̂)

as this partial derivative exists at (x, t̂). Note that gn’s are measurable, and being
a pointwise limit of measurable functions, the map f2(·, t̂) : X → R is measurable.
Moreover, for every x ∈ X, the map · 7→ f(x, ·) is differentiable on any subinterval
of (a, b) and hence, by the Mean Value Theorem, we obtain that

|gn(x)| =
∣∣∣∣f(x, tn)− f(x, t̂)

tn − t̂

∣∣∣∣ = sup
u∈(tn,t̂)

|f2(x, u)| ≤ g(x)

An application of the Dominated Convergence Theorem results in

lim
n→∞

∫
X
f(x, tn) dµ−

∫
X
f(x, t̂) dµ

tn − t̂
= lim

n→∞

∫
X

f(x, tn)− f(x, t̂)

tn − t̂
dµ

= lim
n→∞

∫
X

gn(x) dµ

=

∫
X

lim
n→∞

gn(x) dµ

=

∫
X

lim
n→∞

∂f(x, t)

∂t

∣∣∣∣
t=t̂

dµ

Note that the limit on the left-hand side equals the right-hand side for every se-
quence (tn)n∈N with limit is t̂ such that tn ̸= t̂ for all n ∈ N. It is now straightfor-
ward to verify that(

∂

∂t

∫
X

f(x, t) dµ

) ∣∣∣∣
t=t̂

= lim
h→0

∫
X
f(x, t̂+ h) dµ−

∫
X
f(x, t̂) dµ

h

=

∫
X

lim
n→∞

∂f(x, t)

∂t

∣∣∣∣
t=t̂

dµ

�

3.5. Riemann v. Lebesgue. At this point, we have built a flexible and powerful
theory of measure and integration, which resolves all issues that motivated our
ongoing quest in the first place. However, as it is (or at least, should be) the case
with all new ideas, our new theory is expected to be just as powerful as the old one
and generalize it if possible.

In this subsection, we shall first try to understand the relationship between Rie-
mann integral and Lebesgue integral. Then we are going to characterize Riemann
integrable functions. By Lebesgue integral, we mean the integral over the measure
space (R,L,m) defined in the previous subsection.
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A function f : R → R is said to be Lebesgue integrable if it is Lebesgue measurable
and

∫
R |f | dm < ∞. In this case, its Lebesgue integral is defined to be

∫
R f dm.11

One can similarly define Lebesgue integrability a function f : S → R with domain
S ⊆ R by simply considering its extension f̂ : R → R taking the value 0 on Sc.

Fulfilling our expectations, any function that is (proper) Riemann integrable over
a compact interval is Lebesgue integrable over the same interval and its Lebesgue
integral is the same as its Riemann integral, which allows us to use the Fundamental
Theorem of Calculus to compute

∫
[a,b]

f dm for Riemann integrable functions.

Theorem 30. Let f : [a, b] → R be a bounded function. If f is Riemann integrable
over [a, b], then f is Lebesgue integrable over [a, b] and moreover, we have∫ b

a

f(x)dx =

∫
[a,b]

f dm

Proof. Throughout the proof, we retain the notation from Section 0.1 for partitions
and Riemann sums. Without loss of generality, we shall also assume that the domain
of f is R and f(x) = 0 for all x /∈ [a, b].

Assume that f is Riemann integrable over [a, b]. Then there exists a sequence
(Pk)k∈N of partitions of [a, b] such that P0 ⊆ P1 ⊆ . . . and

lim
k→∞

U(f, Pk) = lim
k→∞

L(f, Pk) =

∫ b

a

f(x)dx

For each k ∈ N, define the simple functions

gk(x) =

nk∑
i=1

(
inf

t∈[tki−1,t
k
i ]
f(t)

)
· χ[tki−1,t

k
i )
(x) + f(b) · χ{b}(x)

and

Gk(x) =

nk∑
i=1

(
sup

t∈[tki−1,t
k
i ]

f(t)

)
· χ[tki−1,t

k
i )
(x) + f(b) · χ{b}(x)

where Pk = {tk1 , tk2 , . . . , tknk
} and a = tk1 < · · · < tknk

= b. Recalling how the
integral of a simple function is computed over (R,L,m), one easily deduces that∫
R gk dm = L(f, Pk) and

∫
RGk dm = U(f, Pk) for every k ∈ N.

Set G(x) = limk→∞Gk(x) and g(x) = limk→∞ gk(x) for all x ∈ R. Note that
these limits exists for all x ∈ R, since gk(x) ≤ f(x) ≤ Gk(x) for all x ∈ R and
k ∈ N. Consequently, g and G are Lebesgue (indeed, Borel) measurable functions.
Moreover, g(x) ≤ f(x) ≤ G(x) for all x ∈ R. Applying the Dominated Convergence

11We would like to remind the reader the following important subtle point. When we defined
the integral of functions f : X → R in L(X,M, µ), the codomain R of these functions was endowed
with its Borel structure B(R). This means that, while talking about Lebesgue integrability of a
function f : R → R in L(R,L,m), the domain R is endowed with its Lebesgue σ-algebra L whereas
the codomain R is endowed with its Borel σ-algebra B(R).
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Theorem to the sequences (gk)k∈N and (Gk)k∈N with the dominating integrable
function G0, we obtain that∫

R
G dm = lim

k→∞

∫
R
Gk dm = lim

k→∞
U(f, Pk)

= lim
k→∞

L(f, Pk) = lim
k→∞

∫
R
gk dm =

∫
R
g dm

It now follows from Lemma 5 that g(x) = G(x) holds m-almost everywhere and
hence g = f = G holds m-almost everywhere. Since (R,L,m) is complete and g is
Lebesgue measurable, Proposition 8 gives us that f is Lebesgue measurable. Since
f is bounded, it is Lebesgue integrable over [a, b] and moreover, g = f holding
m-almost everywhere implies that∫

[a,b]

f dm =

∫
R
f dm =

∫
R
g dm = lim

k→∞
L(f, Pk) =

∫ b

a

f(x)dx

�

Unfortunately, the analogue of this theorem may fail for improper Riemann
integrals. For example, consider the measurable map f : (0,∞) → R given by
f(x) = (−1)⌈x⌉⌈x⌉(−1) for all x ∈ (0,∞). A quick calculation shows that∫ ∞

0

f(x)dx = −1

1
+

1

2
− 1

3
+ · · · = ln(1/2)

whereas∫
(0,∞)

f+ dm =
1

2
+
1

4
+
1

6
+· · · = +∞ and

∫
(0,∞)

f− dm = −1

1
− 1

3
− 1

5
+· · · = −∞

showing that f is not Lebesgue integrable over (0,∞). Although improper Rie-
mann integrals existing does not imply Lebesgue integrability in general, under
certain hypotheses, this may be the case. For example, using the Monotone Con-
vergence Theorem, the reader may try to prove that if f : (a,∞) → R is a non-
negative bounded function that is Riemann integrable over all compact subintervals
of (a,∞) such that

∫∞
a
f(x)dx <∞, then it is Lebesgue integrable over (a,∞) and∫∞

a
f(x)dx =

∫
(a,∞)

f dm. More generally, it follows from the Dominated Con-
vergence Theorem that, for a (possibly unbounded) interval I ⊆ R and a map
f : I → R, if f and |f | are proper or improper Riemann integrable, then f is
Lebesgue integrable and its Lebesgue integral equals its Riemann integral. See
[Bog07, Theorem 2.10.2] for a proof of this fact.

Next shall be characterized Riemann integrable functions over compact intervals.
Recall the basic calculus fact that continuous functions over compact intervals are
Riemann integrable. With some more effort, one can generalize this fact to func-
tions with finitely and countably many discontinuities. It turns out that even this
can be generalized and that Riemann integrable functions are exactly those whose
discontinuities form a Lebesgue null set.
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Theorem 31 (Lebesgue’s criterion for Riemann integrability). Let f : [a, b] → R
be a bounded function. Then f is Riemann integrable over [a, b] if and only if
m({x ∈ [a, b] : f is discontinuous at x}) = 0.

Before we prove this fact, we will introduce some auxiliary notions that are going
to be needed in the proof. Let f : S → R be a function and D ⊆ S ⊆ R. The
oscillation of f over D is defined as

ωf (D) = sup
x,y∈D

|f(x)− f(y)|

Thus ωf (D) measures the width of the thinnest horizontal strip that can contain
the graph of f over D. Given x ∈ S, the oscillation of f at x is defined as

ωf (x) = inf
δ>0

ωf (B(x, δ) ∩ dom(f))

Intuitively speaking, ωf (x) measures “how much discontinuous” f is at x. Indeed,
the reader is expected to check that f is continuous at x if and only if ωf (x) = 0.

Proposition 11. Let f : R → R be a function and let ϵ > 0. Set

Sf,ϵ = {x ∈ R : ωf (x) < ϵ}

Then Sf,ϵ is open.

Proof. Let x̂ ∈ Sf,ϵ. Then ωf (x̂) = infδ>0 ωf (B(x̂, δ)) < ϵ and hence, there exists
δ̂ > 0 such that ωf (B(x̂, δ̂)) < ϵ. We claim that B(x̂, δ̂) ⊆ Sf,ϵ, which would show
that Sf,ϵ is open. Let z ∈ B(x̂, δ̂). Then, for some δ > 0, we have B(z, δ) ⊆ B(x̂, δ̂)

and so ωf (B(z, δ)) ≤ ωf (B(x̂, δ̂)). Consequently, ωf (z) ≤ ωf (x̂) < ϵ. Thus z ∈ Sf,ϵ

and so B(x̂, δ̂) ⊆ Sf,ϵ. �

We are now ready to prove Theorem 31.

Proof of Theorem 31. Set D = {x ∈ [a, b] : f is discontinuous at x}. Assume that
f is Riemann integrable over [a, b]. We want to prove that m(D) = 0. It is clear
that

D = {x ∈ [a, b] : ωf (x) > 0} =
∪

n∈N+

{
x ∈ [a, b] : ωf (x) ≥

1

n

}
Thus, in order to prove m(D) = 0, it suffices to prove that

m

({
x ∈ [a, b] : ωf (x) ≥

1

n

})
= 0

for every n ∈ N+. Let n ∈ N+ and let ϵ > 0. We will construct a covering of D
with open intervals whose total length adds up to less than ϵ. Since f is Riemann
integrable, there exists a sequence (Pk)k∈N of partition of [a, b] such that

lim
k→∞

U(f, Pk) = lim
k→∞

L(f, Pk) =

∫ b

a

f(x)dx
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It follows that U(f, Pk)−L(f, Pk) < ϵ/2n for some k ∈ N. Say, Pk = {x0, x1, . . . , xm}
with a = x0 < x1 < · · · < xm = b. Set

I =

{
i ∈ N : 0 ≤ i ≤ m− 1 and [xi, xi+1] ∩

{
x ∈ [a, b] : ωf (x) ≥

1

n

}
̸= ∅
}

Then clearly{
x ∈ [a, b] : ωf (x) ≥

1

n

}
⊆
∪
i∈I

[xi, xi+1] ⊆
∪
i∈I

(
xi −

ϵ

4m
,xi+1 +

ϵ

4m

)
and moreover,

U(f, Pk)− L(f, Pk) < ϵ/2n

m−1∑
i=0

(
sup

x∈[xi,xi+1]

f(x)− inf
x∈[xi,xi+1]

f(x)

)
(xi+1, xi) < ϵ/2n

m−1∑
i=0

ωf ([xi+1, xi])(xi+1 − xi) < ϵ/n

∑
i∈I

ωf ([xi+1, xi])(xi+1 − xi) ≤
m−1∑
i=0

ωf ([xi+1, xi])(xi+1 − xi) < ϵ/2n

∑
i∈I

1

n
(xi+1, xi) ≤

∑
i∈I

ωf ([xi+1, xi])(xi+1 − xi) < ϵ/2n

∑
i∈I

(xi+1 − xi) < ϵ/2

Therefore, we have that

m

({
x ∈ [a, b] : ωf (x) ≥

1

n

})
<
ϵ

2
+
m · ϵ
2m

= ϵ

As ϵ > 0 was arbitrary, this shows that m
({
x ∈ [a, b] : ωf (x) ≥ 1

n

})
= 0 for all

n ∈ N+ implying that m(D) = 0.
For the converse direction, assume that m(D) = 0. Let ϵ > 0. Consider the set

E =

{
x ∈ [a, b] : ωf (x) ≥

ϵ

2(b− a)

}
Clearly E ⊆ D and so m(E) = 0. It follows that there exists a sequence (Ui)i∈N of
open intervals such that E ⊆

∪
i∈N Ui and

∞∑
i=0

|Ui| <
ϵ

4K

By Proposition 11, E is closed and, being also bounded, it is compact. This means
that E ⊆

∪N
k=0 Uik for some natural numbers i0 < i1 < · · · < iN . We may assume

without loss of generality that Uik ’s do not intersect for, otherwise, we could take
the union of those that are intersecting.



MATH 501 ANALYSIS 59

Set P = {x ∈ [a, b] : x is an endpoint of Uik for some 0 ≤ k ≤ N} ∪ {a, b} Say,
P = {x0, x1, . . . , xM} where a = x0 < x1 < · · · < xM = b. Consider the set of
indices

J =

{
i ∈ N : 0 ≤ i ≤M and (xi, xi+1) ⊆

∪
i∈N

Ui

}
Note that if i /∈ J , then (xi, xi+1) ⊆ Ec. Also note that, since f is bounded on [a, b],
there exists a constant K > 0 such that |f(x)| < K for all x ∈ [a, b]. Computing
the difference between the corresponding upper and lower Riemann sums, we get

U(f, P )− L(f, P ) =

M−1∑
i=0

(
sup

x∈[xi,xi+1]

f(x)− inf
x∈[xi,xi+1]

f(x)

)
(xi+1 − xi)

≤
∑
i∈J

ωf ([xi+1, xi])(xi+1 − xi) +
∑
i/∈J

ωf ([xi+1, xi])(xi+1 − xi)

≤
∑
i∈J

2K(xi+1 − xi) +
∑
i/∈J

ϵ

2(b− a)
(xi+1 − xi)

≤ K
∑
i∈J

(xi+1 − xi) +
ϵ

2(b− a)

∑
i/∈J

(xi+1 − xi)

≤ 2K · ϵ
4K

+
ϵ · (b− a)

2(b− a)
= ϵ

Since f is a bounded function on [a, b] for which we can make the difference between
upper and lower Riemann sums arbitrarily small, f is Riemann integrable over [a, b],
which finishes the proof of the theorem. �

3.6. Modes of convergence. In this subsection, we are going to analyze the rela-
tionship between different types of “convergence” of real-valued function sequences
over a measure space. Throughout this subsection, we shall work on a fixed measure
space (X,M, µ).

Let (fn)n∈N be a sequence of functions with fn : X → R for all n ∈ N and
f : X → R be a function. The notion that

(fn)n∈N converges to f

written fn → f for shorthand, can be interpreted in various useful ways. We shall
now list some of these fundamental convergence types. We say that

• fn → f pointwise on X if

For every x ∈ X lim
n→∞

fn(x) = f(x)

In other words, fn → f pointwise if

∀x ∈ X ∀ϵ ∈ R+ ∃k ∈ N ∀n ≥ k |fn(x)− f(x)| < ϵ

• fn → f uniformly on X if

∀ϵ ∈ R+ ∃k ∈ N ∀x ∈ X ∀n ≥ k |fn(x)− f(x)| < ϵ
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• fn → f µ-almost everywhere on X if

µ({x ∈ X : lim
n→∞

fn(x) ̸= f(x)}) = 0

In other words, fn → f µ-almost everywhere on X if

∃N ∈ Mnull ∀x ∈ N c ∀ϵ ∈ R+ ∃k ∈ N ∀n ≥ k |fn(x)− f(x)| < ϵ

• fn → f in L1 on X if

lim
n→∞

∫
X

|fn − f | dµ = 0

assuming that fn ∈ L1(X,M, µ) for all n ∈ N and f ∈ L1(X,M, µ).
• fn → f in measure on X if

∀ϵ ∈ R+ lim
n→∞

µ({x ∈ X : |fn(x)− f(x)| ≥ ϵ}) = 0

• fn → f almost uniformly X if

∀ϵ ∈ R+ ∃M ∈ M µ(M) < ϵ and fn → f uniformly on M c

It is trivial to see that uniform convergence implies both pointwise convergence
and almost uniform convergence; and pointwise convergence implies convergence
µ-almost everywhere. Observe that uniform convergence and pointwise conver-
gence have nothing to do with the underlying measure space and therefore, is of
little significance to us for the purposes of this course. Let us now show the basic
implications between the other types of convergence.

Theorem 32. Let fn ∈ L(X,M, µ) for all n ∈ N and f ∈ L(X,M, µ). Then
a. If fn → f in L1, then fn → f in measure.
b. If fn → f almost uniformly, then fn → f in measure.
c. If fn → f almost uniformly, then fn → f µ-almost everywhere.

Proof. Let us prove (a). Assume that fn → f in L1. Let ϵ > 0. Set En = {x ∈ X :

|fn(x)− f(x)| ≥ ϵ} for each n ∈ N. Then each En is measurable and moreover,∫
X

|fn − f | dµ ≥
∫
En

|fn − f | dµ ≥
∫
En

ϵ dµ = ϵ · µ(En) ≥ 0

As fn → f in L1, we have limn→∞ µ(En) = 0, which means that fn → f in measure.
To prove (b), assume that fn → f almost uniformly. Let ϵ ∈ R+. We wish to

show limn→∞ µ({x ∈ X : |fn(x) − f(x)| ≥ ϵ}) = 0. As fn → f almost uniformly,
there exists M ∈ M such that µ(M) < ϵ and fn → f uniformly on M c. It follows
that there exists k ∈ N such that for every n ≥ k and for every x ∈ M c, we have
|fn(x)− f(x)| < ϵ. Consequently,

µ({x ∈ X : |fn(x)− f(x)| ≥ ϵ}) ≤ µ(M) < ϵ

for all n ≥ k, which means that limn→∞ µ({x ∈ X : |fn(x)− f(x)| ≥ ϵ}) = 0.
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To prove (c), assume that fn → f almost uniformly. Then, for every k ∈ N+,
there exists Mk ∈ M such that µ(Mk) < 1/k and fn → f uniformly on M c

k . Set
M =

∩
k∈N+ Mk. Then clearly M ∈ M and µ(M) = 0. Let x ∈M c. Then x ∈M c

k

for some k ∈ N+ and hence, by definition, limn→∞ fn(x) = f(x). Since µ(M) = 0,
we have that fn → f µ-almost everywhere. �

Let us next see why there are no more implications between these types of
convergence for arbitrary measure spaces, by providing counterexamples to the
remaining implications.

a. Convergence in measure does not imply convergence in L1.

Consider the measure space (R,L,m). Let fn = n·χ(0,1/n) for all n ∈ N+.
Then fn → 0 in measure since, for all ϵ ∈ R+ and n ∈ N,

µ ({x ∈ R : |fn(x)− 0(x)| ≥ ϵ}) ≤ 1

n

However, fn 9 0 in L1 since we have limn→∞
∫
R |fn − 0| dm = 1.

b. Convergence in measure does not imply convergence µ-almost everywhere.

Consider the measure space (R,L,m) and the sequence of functions

f1 = χ[0,1], f2 = χ[ 02 ,
1
2 ]
, f3 = χ[ 12 ,

2
2 ]
, f4 = χ[ 04 ,

1
4 ]
, f5 = χ[ 14 ,

2
4 ]
, . . .

which, in general, are defined as

fn = χ[ j

2k
, j+1

2k
]

where n = 2k + j with 0 ≤ j < 2k. A quick computation shows that

m({x ∈ R : |fn(x)− 0(x)| > 0}) < 2

n

and hence fn → 0 in measure. However, for each x ∈ [0, 1], the sequence
(fn(x))n∈N alternates infinitely many times and hence does not converge.
It follows that fn 9 0 µ-almost everywhere.

c. Convergence in measure does not imply almost uniform convergence.

The example in part b works.

d. Convergence µ-almost everywhere does not convergence in L1.

Consider the measure space (R,L,m). Let fn = 1
nχ(0,n) for all n ∈ N.

Then fn → 0 µ-almost everywhere (indeed, uniformly) but fn 9 0 in L1
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since limn→
∫
R |fn − 0| dm = 1.

e. Convergence µ-almost everywhere does not imply almost uniform conver-
gence.

Consider the measure space (R,L,m). Let fn = χ(n,n+1) for all n ∈ N.
Then fn → 0 µ-almost everywhere (indeed, pointwise) but fn 9 0 since
one cannot cover the supports of infinitely many fn’s with a set of finite
measure.

f. Convergence µ-almost everywhere does not imply convergence in measure.

The example in part e works.

g. Convergence in L1 does not imply convergence µ-almost everywhere.

The example in part b works.

h. Convergence in L1 does not imply almost uniform convergence.

The example in part b works.

i. Almost uniform convergence does not imply convergence in L1.

The example in part d works.

While convergence in measure of a sequence does not imply the µ-almost ev-
erywhere of the sequence, it does imply the µ-almost everywhere convergence of a
subsequence. Before we prove this fact, let us introduce the notion of a sequence
being Cauchy in measure. Let fn : X → R be measurable for all n ∈ N. We say
that (fn)n∈N is Cauchy in measure if for every ϵ > 0

lim
m,n→∞

µ({x ∈ X : |fm(x)− fn(x)| ≥ ϵ}) = 0

That is, for every ϵ > 0 and ϵ̂ > 0, there exists k ∈ N such that for all m,n ∈ N
with m,n ≥ k we have that µ({x ∈ X : |fm(x) − fn(x)| ≥ ϵ}) < ϵ̂. We are now
ready to prove the main theorem of this subsection.

Theorem 33. Let fn : X → R be measurable for all n ∈ N. Suppose that (fn)n∈N

is Cauchy in measure. Then
• There exist f ∈ L(X,M, µ) and a subsequence (fnk

)k∈N such that fnk
→ f

µ-almost everywhere and fn → f in measure.
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• If f, g ∈ L(X,M, µ) are such that fn → f in measure and fn → g in
measure, then f = g holds µ-almost everywhere.

Proof. For each k ∈ N, letting ϵ = ϵ̂ = 2−k in the definition of being Cauchy in
measure, we can find nk ∈ N such that µ(Ek) < 2−k where

Ek = {x ∈ X : |fnk
(x)− fnk+1

(x)| ≥ 2−k}

Moreover, we can arrange these nk’s so that n1 < n2 < . . . . Consider the subse-
quence (gk)k∈N = (fnk

)k∈N. Note that, for each i ∈ N, if x /∈
∪∞

k=iEk, then

|gℓ(x)− gm(x)| ≤ |gℓ(x)− gℓ+1(x)|+ · · ·+ |gm−1(x)− gm(x)| ≤
∞∑
k=ℓ

1

2k
=

1

2ℓ−1

for all i ≤ ℓ ≤ m. Thus, for each i ∈ N and x /∈
∪∞

k=iEk, the sequence (gk(x))k∈N

is Cauchy. Consider the function f : X → R given by

f(x) =


lim
k→∞

gk(x) if x /∈
∩
i∈N

∞∪
k=i

Ek

0 otherwise

Then f can easily be checked to be measurable. Clearly µ(
∪∞

k=0Ek) ≤ 2 and hence

µ

(∩
i∈N

∞∪
k=i

Ek

)
= lim

i→∞
µ

( ∞∪
k=i

Ek

)
≤ lim

i→∞

∞∑
k=i

1

2k
= lim

i→∞

1

2i−1
= 0

By construction, gk(x) → f(x) for every x ∈
(∩

i∈N
∪∞

k=iEk

)c. Therefore gk → f

µ-almost everywhere. We now check that gk → f in measure. Note that the first
inequality in the proof actually implies that

|gℓ(x)− f(x)| = |gℓ(x)− lim
m→∞

gm(x)| = lim
m→∞

|gℓ(x)− gm(x)| ≤ 1

2ℓ−1

for all ℓ ∈ N and for all x /∈
∪∞

k=ℓEk. Therefore

µ

({
x ∈ X : |gℓ(x)− f(x)| ≥ 1

2ℓ−2

})
≤ µ

( ∞∪
k=ℓ

Ek

)
≤

∞∑
k=ℓ

1

2k
=

1

2ℓ−1

It follows that gk → f in measure since, given ϵ ∈ R+, for sufficiently large ℓ ∈ N
we will have 2−(ℓ−2) < ϵ and hence

lim
ℓ→∞

µ ({x ∈ X : |gℓ(x)− f(x)| ≥ ϵ}) ≤ lim
ℓ→∞

1

2ℓ−1
= 0

We now show that fn → f in measure. Given ϵ ∈ R+, by the triangle inequality,
we have that

{x ∈ X : |fn(x)− f(x)| ≥ ϵ} ⊆

{x ∈ X : |fn(x)− gk(x)| ≥ ϵ/2} ∪ {x ∈ X : |gk(x)− f(x)| ≥ ϵ/2}

{x ∈ X : |fn(x)− fnk
(x)| ≥ ϵ/2} ∪ {x ∈ X : |fnk

(x)− f(x)| ≥ ϵ/2}
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for any n, k ∈ N. Since (fn)n∈N is Cauchy in measure and gk = fnk
→ f in measure,

both of the latter sets can be made to have arbitrarily small measure for sufficiently
large n, k ∈ N. It follows that limn→∞ µ({x ∈ X : |fn(x) − f(x)| ≥ ϵ}) = 0 and
hence, fn → f in measure. This completes the proof of the first part of the theorem.

We now prove the second part via a similar argument. Let f, g ∈ L(X,M, µ).
Assume that fn → f in measure and fn → g in measure. Then, for any ϵ ∈ R+, we
have that

{x ∈ X : |f(x)− g(x)| ≥ ϵ} ⊆

{x ∈ X : |f(x)− fn(x)| ≥ ϵ/2} ∪ {x ∈ X : |fn(x)− g(x)| ≥ ϵ/2}

for any n ∈ N. Since the latter sets can be made to have arbitrarily small measure by
choosing sufficiently large n ∈ N, we have that µ({x ∈ X : |f(x)− g(x)| ≥ ϵ}) = 0.
As this is true for all ϵ ∈ R+, we have that

µ({x ∈ X : |f(x)− g(x)| > 0}) = µ

( ∪
k∈N+

{
x ∈ X : |f(x)− g(x)| ≥ 1

k

})
= 0

Thus f = g holds µ-almost everywhere. �

While there are no more implications between these modes of convergence for
arbitrary measure spaces, there do exist such implications if one assumes additional
hypotheses regarding the measure space. For example, the reader may check that
uniform convergence implies convergence in L1 for finite measure spaces. More
importantly, we have Egoroff’s theorem, which states that, in finite measure spaces,
µ-almost everywhere convergence implies almost uniform convergence.

Theorem 34 (Egoroff’s theorem). Suppose that (X,M, µ) is a finite measure
space. Let fn : X → R be measurable for all n ∈ N and f : X → R be measurable.
If fn → f µ-almost everywhere, then fn → f almost uniformly.

Proof. Assume that fn → f µ-almost everywhere. As usual, we will modify these
functions on a null set to apply our tools. Set N = {x ∈ X : limn→∞ fn(x) = f(x)}.
Then µ(N) = 0 by assumption. Set gn = fn · χNc for each n ∈ N and g = f · χNc .
Clearly we have gn → g pointwise. For each k, n ∈ N, consider the set

Ek
n =

∞∪
m=n

{
x ∈ X : |gm(x)− g(x)| ≥ 1

k + 1

}
Then, for each fixed k ∈ N, we have Ek

0 ⊇ Ek
1 ⊇ . . . and, since gn → g pointwise,

we also have
∩

n∈NE
k
n = ∅. Having µ(X) < ∞, we can now use Theorem 5.d and

obtain limn→∞ µ(Ek
n) = 0.

We next show that gn → g almost uniformly. Let ϵ ∈ R+. For each k ∈ N, using
our previous observation that limn→∞ µ(Ek

n) = 0, we choose nk ∈ N such that
µ(Ek

nk
) < ϵ·2−(k+2). Set E =

∪
k∈NE

k
nk

. Then, clearly µ(E) ≤
∑∞

k=0 ϵ·2−(k+2) < ϵ.
We claim that gn → g uniformly on Ec. Given ϵ̂ ∈ R+, choose some m ∈ N such
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that (m + 1)−1 ≤ ϵ̂. Then, for every x ∈ Ec and for every n ∈ N with n > nm,
we have that |gn(x) − g(x)| < (m + 1)−1 ≤ ϵ̂. So gn → g uniformly on Ec, which
completes the proof that gn → g almost uniformly. We leave it the reader to verify
that fn → f almost uniformly. �

A nice consequence of Egoroff’s theorem is Lusin’s theorem which states that
if f : [a, b] → R is measurable, then, for any ϵ ∈ R+, there exists a compact set
K ⊆ [a, b] such that m([a, b] − K) < ϵ and the restriction f � K : K → R is
continuous with respect to the subspace topology on K.12

A “classical” proof of Lusin’s theorem goes as follows. Let f : [a, b] → R be
measurable. Then there exists a sequence of continuous functions (fn)n∈N with
fn → f in measure.13 It now follows from Theorem 33 that there exists a sub-
sequence (fnk

)k∈N such that fnk
→ f µ-almost everywhere. Applying Egoroff’s

theorem, we get that fnk
→ f almost uniformly. This means that, given ϵ ∈ R+,

we can find a set Ê ⊆ [a, b] such that m(Ê) < ϵ/2 and fnk
→ f uniformly on

[a, b] − Ê. By Theorem 11, we can choose a compact set K ⊆ [a, b] − Ê such that
m(([a, b]−Ê)−K) < ϵ/2. Then we have m([a, b]−K) < ϵ. Since a uniform limit of
a sequence of continuous functions is continuous and fnk

� K → f � K uniformly,
we have that f � K is continuous.

While this argument, which employs many tools that we have developed, is
perfectly fine, we prefer to provide an elementary proof from [Oxt80, Theorem 8.2]
for the following form of Lusin’s theorem.

Theorem 35 (Lusin’s theorem). Let f : R → R be a measurable function and
let ϵ ∈ R+. Then there exists a closed set K ⊆ R such that m(R − K) < ϵ and
f � K : K → R is continuous.

Proof. Let {Ui : i ∈ N} be a countable base for the topology of R. Then f−1[Ui]

is measurable for all i ∈ N. From a modification of the proof of Theorem 11
follows that there exist a closed set Fi ⊆ R and an open set Gi ⊆ R such that
Fi ⊆ f−1[Ui] ⊆ Gi and

m(Gi − Fi) <
ϵ

2i+2

for all i ∈ N. Set E =
∪

i∈NGi−Fi and K = R−E. Clearly, K is closed. Moreover,
we have that

m(R−K) = m(E) ≤
∞∑
i=0

ϵ

2i+2
< ϵ

Consider the restriction f � K : K → R. For any i ∈ N, we have that

(f � K)−1[Ui] = f−1[Ui] ∩K = Fi ∩K = Gi ∩K

12Note that this is not the same as saying the discontinuities of f is contained in K.
13For a proof of this non-trivial claim, the reader may check [Bog07, Proposition 2.2.9].
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As {Ui : i ∈ N} is a base for the topology of R, the last equality implies that the
inverse images of open subsets of R are open (and, indeed closed) in the subspace
topology of K. Consequently, the map f � K is continuous. �

3.7. Exercises. Below you shall find some exercises that you can work on regarding
the topics in this section. These exercises are not to be handed in as homework
assignments.

• Exercises 3, 6, 8, 12, 14, 16, 19, 22, 25, 28, 32, 35, 38, 42 from Chapter 2
of [Fol99].

• Exercises 3, 10 from Chapter 2.1, Exercise 6 from Chapter 2.2, Exercise 3
from Chapter 2.3, Exercises 3, 4, 5 from Chapter 2.5 and Exercises 3, 4
from Chapter 3.1 of [Coh93].

• Let (X,M, µ) be a measure space with 0 < µ(X) < ∞. Consider the
function

ρ : L(X,M, µ)× L(X,M, µ) → [0,∞)

given by

ρ(f, g) =

∫
X

min{|f − g|, 1} dµ

Let f ∈ L(X,M, µ) and let (fn) be a sequence of functions in L(X,M, µ).
Show that if fn → f in measure, then for all ϵ ∈ R+ there exists k ∈ N
such that for all n ∈ N with n ≥ k, we have that ρ(fn, f) < ϵ.

4. Products

In this section, we shall define the product of multiple measure spaces and in-
vestigate the properties of the integral in this product measure space. We begin by
constructing the product measure. Throughout this section, fix two measure spaces
(X,M, µ) and (Y,N , ν).

4.1. Product measures. We would first like to define a “reasonable” measure on
the product space (X × Y,M ⊗ N ). Recall from Section 1.4 that the product
σ-algebra M⊗N is generated by the collection

{A×B : A ∈ M, B ∈ N}

The sets in this collection are called measurable rectangles of M⊗N . Our intuition
is that the measure of a measurable rectangle A×B under the to-be-defined product
measure should be µ(A) · ν(B). In order to construct such a measure, we shall use
Carathéodory’s extension theorem.

Let A be the collection of finite disjoint union of measurable rectangles of M⊗N .
A straightforward but tedious verification shows that A is an algebra on X × Y.
To prove this fact, the reader may use [Fol99, Proposition 1.7] together with that



MATH 501 ANALYSIS 67

(A × B) ∩ (C × D) = (A ∩ C) × (B ∩ D) and (A × B)c = (X × Bc) ∪ (A × Bc).
Consider the map ρ : A → [0,∞] given by

ρ

(
n⊔

i=1

(Ai ×Bi)

)
=

n∑
i=1

µ(Ai)ν(Bi)

where Ai ∈ M and Bi ∈ N for all i = 1, 2, . . . , n. We wish to show that ρ is
a premeasure. Since an element of A can be represented in multiple ways as a
disjoint union measurable rectangles, we need to first check that ρ is well-defined.
Let E ∈ A and suppose that E =

⊔n
i=1(Ai × Bi) =

⊔m
j=1(Cj × Dj) for some

Ai, Cj ∈ M and Bi, Dj ∈ N . For each i = 1, 2, . . . , n and j = 1, 2, . . . ,m, set
Uij = Ai ∩Cj and Vij = Bi ∩Dj . Then Uij ∈ M and Vij ∈ N for all i = 1, 2, . . . , n

and j = 1, 2, . . . ,m. Moreover, Uij ×Vij = (Ai×Bi)∩ (Cj ×Dj) and these sets are
disjoint. It follows that

ρ

 n⊔
i=1

m⊔
j=1

(Uij × Vij)

 =

n∑
i=1

m∑
j=1

µ(Uij)ν(Vij) =

n∑
i=1

ρ

 m⊔
j=1

(Uij × Vij)


=

n∑
i=1

ρ

 m⊔
j=1

(Ai ×Bi) ∩ (Cj ×Dj)


=

n∑
i=1

ρ

(Ai ×Bi) ∩
m⊔
j=1

(Cj ×Dj)


=

n∑
i=1

ρ (Ai ×Bi) =

n∑
i=1

µ(Ai)ν(Bi) = ρ

(
n⊔

i=1

(Ai ×Bi)

)

A similar argument shows that ρ
(⊔m

j=1

⊔n
i=1(Uij × Vij)

)
= ρ

(⊔m
j=1(Cj ×Dj)

)
which implies that ρ is well-defined. It is clear that ρ(∅) = 0. We next check the
countable additivity of ρ.

Let E1, E2, · · · ∈ A be disjoint sets such that
⊔∞

i=1Ei ∈ A. We wish to show
that

ρ

( ∞⊔
i=1

Ei

)
=

∞∑
i=1

ρ(Ei)(1)

Note that, by the definition of A, for each i ∈ N+, we have that Ei =
⊔ni

k=1(A
i
k×Bi

k)

for disjoint some measurable rectangles Ai
k × Bi

k. It clearly holds that ρ(Ei) =∑ni

k=1 ρ(A
i
k ×Bi

k). Therefore, Equality (1) holds for arbitrary Ei’s in A if it holds
for Ei’s in A that are measurable rectangles, because we can replace Ei’s with the
measurable rectangles Ai

k × Bi
k in the appropriate order. It follows that, we may

assume without loss of generality that Ei’s are measurable rectangles. So, suppose
that Ei =Mi ×Ni where Mi ∈ M and Ni ∈ N .
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Assume for the moment that
⊔∞

i=1Ei is a measurable rectangle, say,

∞⊔
i=1

Ei =

∞⊔
i=1

Mi ×Ni = C ×D

for some C ∈ M and D ∈ N . Then we have

χC(x)χD(y) = χC×D(x, y)

= χ⊔∞
i=1 Mi×Ni

(x, y) =

∞∑
i=1

χMi×Ni
(x, y) =

∞∑
i=1

χMi
(x)χNi

(y)

Integrating both sides over Y and applying Proposition 9 gives

χC(x)ν(D) =

∫
Y

∞∑
i=1

χMi
(x)χNi

(y) dν =

∞∑
i=1

∫
Y

χMi
(x)χNi

(y) dν =

∞∑
i=1

χMi
(x)ν(Ni)

Similarly, integrating both sides over X and applying Proposition 9 now gives

ρ

( ∞⊔
i=1

Ei

)
= ρ(C ×D) = µ(C)ν(D) =

∫
X

∞∑
i=1

χMi
(x)ν(Ni) dµ

=

∞∑
i=1

∫
X

χMi
(x)ν(Ni) dµ

=

∞∑
i=1

µ(Mi)ν(Ni) =

∞∑
i=1

ρ(Ei)

Therefore, Equality (1) holds in the case that
⊔∞

i=1Ei is a measurable rectangle.
We now explain why this implies that Equality (1) also holds for an arbitrary⊔∞

i=1Ei ∈ A.
Observe that, since

⊔∞
i=1Ei ∈ A, we have

⊔∞
i=1Ei =

⊔n
k=1 Ck × Dk for some

disjoint measurable rectangles Ck ×Dk. Moreover,

Ck×Dk =

∞⊔
i=1

(Ei∩(Ck×Dk)) =

∞⊔
i=1

(Mi×Ni)∩(Ck×Dk) =

∞⊔
i=1

(Mi∩Ck)×(Ni∩Dk)

and hence the measurable rectangle Ck × Dk is a countable union of measurable
rectangles. We have just proven that, in this case,

ρ (Ck ×Dk) =

∞∑
i=1

ρ((Mi ∩ Ck)× (Ni ∩Dk)) =

∞∑
i=1

µ(Mi ∩ Ck)ν(Ni ∩Dk)
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Therefore, we have

ρ

( ∞⊔
i=1

Ei

)
= ρ

(
n⊔

k=1

Ck ×Dk

)
=

n∑
k=1

µ(Ck)ν(Dk) =

n∑
k=1

ρ(Ck ×Dk)

=

n∑
k=1

∞∑
i=1

µ(Mi ∩ Ck)ν(Ni ∩Dk)

=

∞∑
i=1

n∑
k=1

µ(Mi ∩ Ck)ν(Ni ∩Dk)

=

∞∑
i=1

ρ

(
n⊔

k=1

(Mi ∩ Ck)× (Ni ∩Dk)

)

=

∞∑
i=1

ρ

(
n⊔

k=1

(Mi ×Ni) ∩ (Ck ×Dk)

)

=

∞∑
i=1

ρ

(
(Mi ×Ni) ∩

n⊔
k=1

(Ck ×Dk)

)

=

∞∑
i=1

ρ (Mi ×Ni) =

∞∑
i=1

ρ (Ei)

It follows that ρ : A → [0,∞] is a premeasure. By Carathéodory’s extension
theorem, as M(A) = M⊗N , there exists a measure

µ× ν : M⊗N → [0,∞]

such that µ× ν � A = ρ. In other words, we have obtained a measure µ× ν on the
measurable space (X×Y,M⊗N ) such that (µ×ν)(M ×N) = µ(M)ν(N) for any
M ∈ M and N ∈ N .

This measure µ× ν is called a product measure of µ and ν. As mentioned at the
end of Section 2.3 without a proof, it turns out that, if the premeasure ρ is σ-finite,
then the extension given by Carathéodory’s theorem is unique. It follows that, if
the measure spaces (X,M, µ) and (Y,N , ν) are σ-finite, then so is (X ×Y,A, ρ)
and hence, the extension µ × ν is unique, in which case we may talk about the
product measure of µ and ν.

4.2. Sections and measurability. Let x ∈ X and y ∈ Y. Given E ∈ M ⊗ N ,
we define the x-section of E to be the set

Ex = {y ∈ Y : (x, y) ∈ E}

and the y-section of E to be the set

Ey = {x ∈ X : (x, y) ∈ E}

Similarly, given f : X × Y → R, we define the x-section of f to be the function
fx : Y → R given by

fx(y) = f(x, y)
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for all y ∈ Y and the y-section of f to be the function fy : X → R given by

fy(x) = f(x, y)

for all x ∈ X. It turns out that sections of measurable sets and functions are
measurable.

Proposition 12. For all E ∈ M ⊗ N and for all x ∈ X and for all y ∈ Y , we
have Ex ∈ N and Ey ∈ M.

Proof. Consider the set

R = {E ∈ M⊗N : ∀x ∈ X ∀y ∈ Y (Ex ∈ N ∧ Ey ∈ M)}

Each measurable rectangle A×B ∈ M⊗N is in R since

(A×B)x =

∅ if x /∈ A

B if x ∈ A
and (A×B)y =

∅ if y /∈ B

A if y ∈ B

We next show that R is a σ-algebra. Let E1, E2, · · · ∈ R. Then we have that( ∞∪
i=1

Ei

)
x

=

∞∪
i=1

(Ei)x ∈ N and
( ∞∪

i=1

Ei

)y

=

∞∪
i=1

(Ei)
y ∈ M

for all x ∈ X and y ∈ Y, since M and N are σ-algebras. Thus
∪∞

i=1Ei ∈ R. Now
let E ∈ R. Then we have that (Ec)x = (Ex)

c ∈ N and (Ec)y = (Ey)c ∈ M for
all x ∈ X and y ∈ Y, as M and N are σ-algebras. It follows that Ec ∈ R, which
completes the proof that R is a σ-algebra. Recall that the σ-algebra generated by
measurable rectangles is M⊗N . So, as R is a σ-algebra containing all measurable
rectangles, we have that M⊗N ⊆ R, which proves the claim. �

Proposition 13. For all measurable maps f : X×Y → R and for all x ∈ X and
for all y ∈ Y , we have that fx : Y → R and fy : X → R are measurable functions.

Proof. Let f : X×Y → R be a measurable map, let x ∈ X and y ∈ Y. Then, for
any B ∈ B(R), by the measurability of f and Proposition 13, we have that

(fx)
−1[B] = (f−1[B])x ∈ N and (fy)−1[B] = (f−1[B])y ∈ M

Thus fx and fy are measurable. �

Our main goal in this section is to prove the Fubini-Tonelli theorem. With this
in mind, we next introduce a useful auxiliary notion that is going to be used in
the proof of the next theorem. Let X be a non-empty set. A collection C ⊆ P(X)

is said to be a monotone class if it is closed under countable increasing unions,
i.e. C1, C2, · · · ∈ C with C1 ⊆ C2 ⊆ . . . imply

∪∞
i=1 Ci ∈ C; and closed under

countable decreasing intersections, i.e. C1, C2, · · · ∈ C with C1 ⊇ C2 ⊇ . . . imply∩∞
i=1 Ci ∈ C. Every σ-algebra is clearly a monotone class, however, not every

monotone class needs to be a σ-algebra.
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It is straightforward to check that the intersection of monotone classes is a mono-
tone class and hence, one can define the monotone class generated by a subset
E ⊆ P(X) as the monotone class

C(E) =
∩

{C ⊆ P(X) : E ⊆ C and C is a monotone class}

We have the following technical fact which states that the monotone class and the
σ-algebra generated by an algebra coincide.

Lemma 6 (The monotone class lemma). Let A ⊆ P(X) be an algebra on a set X.
Then C(A) = M(A).

The proof of the Monotone Class Lemma will be given at the end of this section
and we now proceed to prove the main ingredient of Fubini-Tonelli theorem.

Theorem 36. Suppose that (X,M, µ) and (Y,N , ν) are σ-finite measure spaces.
Let E ∈ M⊗N . Then

a. The maps x 7→ ν(Ex) and y 7→ µ(Ey) are measurable.
b.

(µ× ν)(E) =

∫
X

ν(Ex) dµ =

∫
Y

µ(Ey) dν

Proof. We shall first prove the theorem in the case that (X,M, µ) and (Y,N , ν)

are finite measure spaces; and then generalize. Assume that µ(X), ν(Y ) < ∞.
Consider the collection

R = {E ∈ M⊗N : (a) and (b) holds for E}

Let A×B ∈ M⊗N be a measurable rectangle. Then the maps

x 7→ ν((A×B)x) = ν(B)χA(x) and y 7→ µ((A×B)y) = µ(A)χB(y)

are measurable and moreover,

(µ× ν)(A×B) = µ(A)ν(B) =

∫
X

ν(B)χA(x) dµ =

∫
X

ν((A×B)x) dµ

=

∫
Y

µ(A)χB(y) dν =

∫
Y

µ((A×B)y) dν

Thus all measurable rectangles are in R. Using the linearity of integral and the
countable additivity of measures, the reader may easily verify that all finite disjoint
unions of measurable rectangles are also in R. Thus A ⊆ R where A is the algebra
of finite disjoint union of measurable rectangles. We shall next show that R is a
monotone class.

Let E1, E2, · · · ∈ C be with E1 ⊆ E2 ⊆ . . . . Set E =
∪∞

i=1Ei. For each n ∈ N+,
define fn : X → R by fn(x) = ν((En)x) for all x ∈ X and gn : Y → R by
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gn(y) = µ((En)
y) for all y ∈ Y. Then, for every n ∈ N+, since En ∈ R, the maps

fn and gn are measurable. Therefore, the maps

f(x) = ν(Ex) = ν

(( ∞∪
n=1

En

)
x

)
= ν

( ∞∪
n=1

(En)x

)
= lim

n→∞
ν((En)x) = lim

n→∞
fn(x)

and

g(x) = ν(Ey) = ν

(( ∞∪
n=1

En

)y)
= ν

( ∞∪
n=1

(En)
y

)
= lim

n→∞
ν((En)

y) = lim
n→∞

gn(x)

are also measurable. From the Monotone Convergence Theorem and that En’s are
in R, we deduce that

(µ× ν)(E) = (µ× ν)

( ∞∪
n=1

En

)
= lim

n→∞
(µ× ν)(En)

= lim
n→∞

∫
X

ν((En)x) dµ = lim
n→∞

∫
Y

µ((En)
y) dν

=

∫
X

lim
n→∞

ν((En)x) dµ =

∫
Y

lim
n→∞

µ((En)
y) dν

=

∫
X

ν(Ex) dµ =

∫
Y

µ(Ey) dν

Therefore E ∈ R. This shows that R is closed under countable increasing unions.
To show that R is closed under countable decreasing intersections, one carries out
the exact same argument except that at the last step, instead of the Monotone
Convergence Theorem, one applies the Dominated Convergence Theorem with the
dominating functions x 7→ ν((E1)x) ≤ ν(Y) < ∞ and y 7→ ν((E1)

y) ≤ µ(X) < ∞
which are integrable since µ(X), ν(Y ) <∞. Thus R is a monotone class.

On the one hand, R is a monotone class with A ⊆ R and so C(A) ⊆ R. On
the other hand, A is an algebra on X×Y and so C(A) = M(A) by the Monotone
Class Lemma. Thus M⊗N = M(A) = C(A) ⊆ R which completes the proof of
the theorem in the case that (X,M, µ) and (Y,N , ν) are finite measure spaces.

Now suppose that (X,M, µ) and (Y,N , ν) are σ-finite measure spaces, say,
we have X =

∪
i∈NXi and Y =

∪
i∈N Yi for some non-empty measurable sets

X0 ⊆ X1 ⊆ . . . and Y0 ⊆ Y1 ⊆ . . . with µ(Xi), ν(Yi) <∞. For each i ∈ N, consider
the finite measure spaces

(Xi,Mi, µ,i) and (Yi,Ni, νi)

where

M � Xi = Mi = {F ∩Xi : F ∈ M} and N � Yi = Ni = {F ∩ Yi : F ∈ N}

and µi(F ∩Xi) = µ(F ∩Xi) and νi(F ∩ Yi) = ν(F ∩ Yi). It can be checked that
Mi ⊗Ni = {K ∩ (Xi × Yi) : K ∈ M⊗N} = (M⊗N ) � (Xi × Yi).
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Let E ∈ M ⊗ N . We shall show that (a) and (b) hold. Since we have that
X×Y =

∪
i∈NXi × Yi, and X0 × Y0 ⊆ X1 × Y1 ⊆ . . . , one may verify that

(µ× ν)(E) = lim
i→∞

(µi × νi)(E ∩ (Xi × Yi))

Moreover, we have proven that the theorem holds for finite measure spaces and
hence, for every i ∈ N, the product space (Xi × Yi,Mi × Ni, µi × νi) satisfies (a)
and (b) for its measurable set E ∩ (Xi × Yi) ∈ Mi ⊗Ni. It is readily checked that
ν(Ex) = limi→∞ νi((E ∩ (Xi × Yi))x) and µ(Ey) = limi→∞ µi((E ∩ (Xi × Yi))

y).
Consequently, the functions x 7→ ν(Ex) and y 7→ µi(E

y) are measurable as they
are limits of measurable functions. Thus (a) holds for E. It now follows from the
Monotone Convergence Theorem and (b) holding for E ∩ (Xi × Yi) that

(µ× ν)(E)

= lim
i→∞

(µi × νi)(E ∩ (Xi × Yi))

= lim
i→∞

∫
Xi

νi((E ∩ (Xi × Yi))x) dµ = lim
i→∞

∫
Yi

µi((E ∩ (Xi × Yi))
y) dν

= lim
i→∞

∫
X

χXi
(x)ν((E ∩ (Xi × Yi))x) dµ = lim

i→∞

∫
Y

χYi
(y)µ((E ∩ (Xi × Yi))

y) dν

=

∫
X

lim
i→∞

χXi(x)µ((E ∩ (Xi × Yi))x) dµ =

∫
Y

lim
i→∞

χYi(y)ν((E ∩ (Xi × Yi))
y) dν

=

∫
X

µ(Ex) dµ =

∫
Y

ν(Ey) dν

Therefore (b) holds for E ∈ M⊗N , which completes the proof. �

4.3. The Fubini-Tonelli theorem. We are now ready to prove the Fubini-Tonelli
theorem, which basically says that a “double integral” can be evaluated as two
iterated integrals.

Theorem 37 (The Fubini-Tonelli theorem). Suppose that (X,M, µ) and (Y,N , ν)

are σ-finite measure spaces. Then the following hold.

(Tonelli.) Let f ∈ L+(X×Y,M⊗N , µ× ν). Then the maps x 7→
∫
Y
fx(y) dν and

y 7→
∫
X

fy(x) dµ are in L+(X,M, µ) and L+(Y,N , ν) respectively, and
moreover,∫

X×Y

f(x, y) d(µ× ν) =

∫
X

(∫
Y

fx(y) dν

)
dµ =

∫
Y

(∫
X

fy(x) dµ

)
dν

(Fubini.) Let f ∈ L1(X×Y,M⊗N , µ× ν). Then we have fx ∈ L1(Y,N , ν) holds
µ-almost everywhere and fy ∈ L1(X,M, µ) holds ν-almost everywhere.
Moreover, setting

g(x) =


∫
Y

fx(y) dν if fx ∈ L1(Y,N , ν)

0 otherwise
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and

h(y) =


∫
X

fy(x) dµ if fy ∈ L1(X,M, µ)

0 otherwise
we have that∫

X×Y

f(x, y) d(µ× ν) =

∫
X

g(x) dµ =

∫
Y

h(y) dν

Proof. We first prove Tonelli’s theorem. Observe that Tonelli’s theorem holds for
characteristic functions of measurable sets by Theorem 36 and hence, it holds for
simple functions by the linearity of integral. Let f ∈ L+(X×Y,M⊗N , µ×ν). Let
(φn)n→N be an increasing sequence of simple functions such that φn → f pointwise.
A moment’s thought reveals that (φn)x → fx pointwise and (φn)

y → fy pointwise
for all x ∈ X and y ∈ Y. Then, the Monotone Convergence Theorem implies that
the map x 7→

∫
Y
fx(y) dν is the pointwise limit of the maps x 7→

∫
Y

(φn)x(y) dν.
As Tonelli’s theorem holds for simple functions, the latter maps are all measurable
and consequently, x 7→

∫
Y
fx(y) dν is measurable. By a symmetric argument, one

sees that the map y 7→
∫
X
fy(x) dµ is measurable as well. Finally, applying the

Monotone Convergence Theorem and using that Tonelli’s theorem holds for simple
functions, we obtain that∫

X×Y

f(x, y) d(µ× ν)

=

∫
X×Y

lim
n→∞

φn(x, y) d(µ× ν)

= lim
n→∞

∫
X×Y

φn(x, y) d(µ× ν)

= lim
n→∞

∫
X

(∫
Y

(φn)x(y) dν

)
dµ = lim

n→∞

∫
Y

(∫
X

(φn)
y(x) dµ

)
dν

=

∫
X

(∫
Y

lim
n→∞

(φn)x(y) dν

)
dµ =

∫
Y

(∫
X

lim
n→∞

(φn)
y(x) dµ

)
dν

=

∫
X

(∫
Y

fx(y) dν

)
dµ =

∫
Y

(∫
X

fy(x) dµ

)
dν

This establishes Tonelli’s theorem. Before we proceed to prove Fubini’s theorem,
the reader should recall that, since a non-negative integrable function cannot take
the value +∞ on a set of positive measure, the last equality we obtained implies
that if f ∈ L+(X × Y,M ⊗ N , µ × ν) and

∫
X×Y

f(x, y) d(µ × ν) < ∞, then∫
Y
fx(y) dν <∞ holds µ-almost everywhere and

∫
X
fy(x) dµ <∞ holds ν-almost

everywhere.
We are now ready to prove Fubini’s theorem. Let f ∈ L1(X×Y,M⊗N , µ×ν).

Consider the maps f+ and f− which are in L+(X × Y,M ⊗ N , µ × ν). As f is
integrable,

∫
X×Y

f+ d(µ×ν) <∞ and
∫
X×Y

f− d(µ×ν) <∞ by definition. Thus,
by our previous observation, we have that
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•
∫
Y
(f+)x(y) dν <∞ and

∫
Y
(f−)x(y) dν <∞ hold µ-almost everywhere.

•
∫
X
(f+)y(x) dµ <∞ and

∫
X
(f−)y(x) dµ <∞ hold ν-almost everywhere.

Clearly (f+)x = (fx)
+, (fx)− = (f−)x and (fy)+ = (f+)y, (fy)− = (f−)y, from

which the first claim in Fubini’s theorem follows.
For the second claim, choose a measurable set K ⊆ X such that Kc is µ-null

and
∫
Y
(f+)x(y) dν < ∞ and

∫
Y
(f−)x(y) dν < ∞ for all x ∈ K. Similarly, choose

a measurable set L ⊆ Y such that Lc is ν-null and
∫
X
(f+)y(x) dµ < ∞ and∫

X
(f−)y(x) dµ < ∞ for all y ∈ L. Applying Tonelli’s theorem to f+ and f−, we

obtain that∫
X×Y

f+(x, y) d(µ× ν) =

∫
X

(∫
Y

(f+)x(y) dν

)
dµ =

∫
Y

(∫
X

(f+)y(x) dµ

)
dν

=

∫
K

(∫
Y

(f+)x(y) dν

)
dµ =

∫
L

(∫
X

(f+)y(x) dµ

)
dν

and∫
X×Y

f−(x, y) d(µ× ν) =

∫
X

(∫
Y

(f−)x(y) dν

)
dµ =

∫
Y

(∫
X

(f−)y(x) dµ

)
dν

=

∫
K

(∫
Y

(f−)x(y) dν

)
dµ =

∫
L

(∫
X

(f−)y(x) dµ

)
dν

Subtracting the second lines of these equalities side by side gives∫
X×Y

f(x, y) d(µ× ν) =

∫
K

(∫
Y

fx(y) dν

)
dµ =

∫
L

(∫
X

fy(x) dµ

)
dν

=

∫
K

g(x)dµ =

∫
L

h(y)dν

=

∫
X

g(x)dµ =

∫
Y

h(y)dν

This completes the proof of Fubini’s theorem. �

We shall next see why the hypotheses of the Fubini-Tonelli theorem are needed
by providing counter-examples to cases where they are dropped.

• The σ-finiteness assumption in Tonelli’s theorem is needed.

Consider the measure spaces ([0, 1],B([0, 1]),m) and ([0, 1],B([0, 1]), η)
where η is the counting measure. Then ([0, 1],B([0, 1]), η) is not σ-finite.
The set D = {(x, x) ∈ [0, 1]×[0, 1] : x ∈ [0, 1]} is clearly closed and hence, is
in B([0, 1]×[0, 1]) = B([0, 1]⊗B([0, 1]). It follows that χD : [0, 1]×[0, 1] → R
is measurable. On the other hand, the reader can check that∫

[0,1]

(∫
[0,1]

χD(x, y) dm(x)

)
dη(y) = 0
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[0,1]

(∫
[0,1]

χD(x, y) dη(y)

)
dm(x) = 1∫

[0,1]×[0,1]

χD(x, y) d(m× η) = ∞

Thus, Tonelli’s theorem does not hold for χD.

• The integrability condition in Fubini’s theorem is needed.

Consider the measure space (N,P(N), µ) where µ is the counting mea-
sure. Then (N,P(N), µ) is clearly σ-finite as N =

∪
n∈N{n}. Consider the

map f : N× N → R given by

f(m,n) =


1 if m = n

−1 n=m+1
0 otherwise

It is easily seen that f is measurable (and indeed, is a simple function.) On
the other hand, we have that∫

{0,1,,...,k}×{0,1,...,k}
|f | d(µ× µ) = 2k + 1

and hence, taking the limit as k → ∞, the Monotone Convergence Theorem
implies that ∫

N×N
|f | d(µ× µ) = ∞

Thus f is not integrable. On the one hand, we have∫
N

(∫
N
f(m,n) dµ(n)

)
dµ(m) =

∫
N

( ∞∑
n=0

f(m,n)

)
dµ(m)

=

∫
N
(f(m,m) + f(m,m+ 1)) dµ(m) =

∫
N
0 dµ(m) = 0

On the other hand, we also have∫
N

(∫
N
f(m,n) dµ(m)

)
dµ(n) =∫

{0}

(∫
N
f(m,n) dµ(m)

)
dµ(n) +

∫
N−{0}

(∫
N
f(m,n) dµ(m)

)
dµ(n) =

∫
{0}

( ∞∑
m=0

f(m,n)

)
dµ(n) +

∫
N−{0}

( ∞∑
m=0

f(m,n)

)
dµ(n) =( ∞∑

m=0

f(m, 0)

)
· µ({0}) +

∫
N−{0}

(f(n, n) + f(n− 1, n)) dµ(n) = 1 + 0 = 1

Thus, Fubini’s theorem does not hold for f .
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• The measurability condition is needed in Tonelli’s theorem.

Consider the measure space (ω1,M, η) where ω1 is the first uncountable
ordinal and

M = {A ⊆ ω1 : A or Ac is countable}

and η : M → [0, 1] is the measure given by

η(A) =

1 if Ac is countable
0 if A is countable

Then (ω1,M, η) is a finite measure space. Let ≺ be the usual ordering on
ω1 and consider the set E = {(x, y) ∈ ω1 × ω1 : x ≺ y}. Then E is not in
M ⊗ M and hence, χE : ω1 × ω1 → R is not measurable. On the other
hand,∫

ω1

(∫
ω1

χE(x, y) dη(x)

)
dη(y) =

∫
ω1

1 dη(y) = η(ω1) = 1

as η({y ∈ ω1 : x ≺ y}) = 1 for each x ∈ ω1 and moreover,∫
ω1

(∫
ω1

χE(x, y) dη(y)

)
dη(x) =

∫
ω1

0 dη(y) = 0

as η({x ∈ ω1 : x ≺ y}) = 0 for each y ∈ ω1. Thus, the second equality in
Tonelli’s theorem does not hold for χD.

Before we conclude this section, as promised earlier, we are going to prove the
Monotone Class Lemma which was one of the ingredients of the proof of the Fubini-
Tonelli theorem for characteristic functions of measurable maps.

Proof of Lemma 6. Since every σ-algebra is a monotone class, M(A) is a monotone
class containing A as a subset and hence, C(A) ⊆ M(A).

To prove M(A) ⊆ C(A), as A ⊆ C(A), it suffices to show that C(A) is a σ-algebra.
On the other hand, C(A) being a monotone class, it is closed under countable in-
creasing unions. Recall that any algebra which is closed under countable increasing
unions is automatically closed under countable unions and hence, is a σ-algebra.
Thus, it suffices to show that C(A) is an algebra. As A ⊆ C(A), we have that
X ∈ C(A). It follows that, in order to show that C(A) is an algebra, it is enough
to show that

(†) For all E,F ∈ C(A) we have E − F, F − E,E ∩ F ∈ C(A).

For each E ∈ C(A), consider the collection

D(E) = {F ∈ C(A) : E − F, F − E,E ∩ F ∈ C(A)}
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Observe that (†) holds if and only if C(A) ⊆ D(E) for every E ∈ C(A). Thus, if
we can show that A ⊆ D(E) and D(E) is a monotone class for every E ∈ C(A),
then, by the definition of C(A), we will have that C(A) ⊆ D(E) for every E ∈ C(A),
which would imply (†).

Let E ∈ C(A). Let F1, F2, · · · ∈ D(E) be such that F1 ⊆ F2 ⊆ . . . . Then we
have that

E −
∞∪

n=1

Fn = E ∩

( ∞∩
n=1

F c
n

)
=

∞∩
n=1

(E ∩ F c
n) ∈ C(A)

The last claim holds because, by the assumption that Fn ∈ D(E), the E ∩ F c
n’s

are in the monotone class C(A) which form a decreasing sequence. By a similar
reasoning, we have that( ∞∪

n=1

Fn

)
− E =

( ∞∪
n=1

Fn

)
∩ Ec =

∞∪
n=1

(Fn ∩ Ec) ∈ C(A)

and that

E ∩

( ∞∪
n=1

Fn

)
=

∞∪
n=1

(E ∩ Fn) ∈ C(A)

It follows that
∪∞

n=1 Fn ∈ D(E). Thus D(E) is closed under countable increasing
unions. By similar arguments, one can also show that if F1, F2, · · · ∈ D(E) are such
that F1 ⊇ F2 ⊇ . . . , then

∩∞
n=1 Fn ∈ D(E). It follows that D(E) is a monotone

class for every E ∈ C(A)

We are now ready to prove that A ⊆ D(E) for every E ∈ C(A). Let E ∈ C(A)

and let F ∈ A. As A is an algebra and A ⊆ C(A), we have that A ⊆ D(F ). But we
have shown that D(F ) is a monotone class and consequently, we have C(A) ⊆ D(F ).
So E ∈ D(F ). But the definition of D(F ) is symmetrical in E and F and hence,
F ∈ D(E). Thus A ⊆ D(E).

This completes the proof that A ⊆ D(E) and D(E) is a monotone class for every
E ∈ C(A) which implies (†) which, in turn, implies that C(A) is an algebra and
hence, is a σ-algebra. Therefore C(A) ⊆ M(A). �

The measure space (X×Y,M⊗N , µ×ν) is not complete in general. For practical
purposes, instead of this measure space, one may need to work in its completion
(X×Y,M⊗N , µ× ν). It turns out that a version of the Fubini-Tonelli theorem
holds for this complete measure space. We refer the reader to [Fol99, Theorem 2.39]
for a statement of this theorem, proof of which is left as an exercise.

4.4. Reading assignment and exercises. The Fubini-Tonelli theorem is one of
many results regarding multiple integration that the reader is probably already fa-
miliar with in the Riemann case, which extend to the Lebesgue case. For example,
under appropriate modification, the usual change of coordinates formula for mul-
tiple integration also holds for the n-dimensional Lebesgue integral. The reader
may (and indeed, should) read more about the n-dimensional Lebesgue integral on
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Rn in [Fol99, Section 2.6]. We will not be able to cover these topics due to time
limitations.

Below you shall find some exercises that you can work on regarding the topics
in this section. These exercises are not to be handed in as homework assignments.

• Exercises 46, 49, 50, 52 from Chapter 2 of [Fol99].
• Exercise 5 from Chapter 5.1 and Exercise 2 from Chapter 5.2 of [Coh93].
• Consider the completion (R×R,B(R)⊗ B(R),m⊗m) of the product space
(R × R,B(R) ⊗ B(R),m ⊗ m). Show that there exists a measurable set
K ∈ B(R)⊗ B(R) such that K /∈ B(R) ⊗ B(R) and (m ×m)(K) = 0 and
Kx ∈ B(R) for every x ∈ R.

5. Decomposition and differentiation

One may generalize the notion of a measure on a measurable space so that
measures to take negative (and even, complex) values. In this section, we shall
make a gentle introduction to the theory of signed measures. However, in no way
do we claim to provide a comprehensive treatment of the theory or its applications.
We refer the reader to [Fol99, Chapter 3] and [Coh93, Chapter 4] for a more detailed
treatment.

5.1. Signed measures and their decomposition. Let (X,M) be a measurable
space. A signed (σ-additive) measure on the measurable space (X,M) is a map
µ : M → R such that

• µ(∅) = 0 and
• If A1, A2, · · · ∈ M are disjoint, then µ (

∪∞
i=1Ai) =

∑∞
i=1 µ(Ai).

To avoid ambiguity, we will sometimes refer to (usual) measures as positive measures
for their images are contained in [0,∞]. In a similar fashion, a signed measure whose
image is contained in [−∞, 0] may be referred to as a negative measure. Given a
signed measure µ on (X,M), the triple (X,M, µ) will be called a signed measure
space.

Before we proceed, we would like to make two very important remarks regarding
this definition. Let µ be a signed measure on (X,M).

• Suppose that
∑∞

i=1 µ(Ai) converge conditionally for some A1, A2, · · · ∈ M.
Then, by the Riemann rearrangement theorem, there exists a permutation
φ : N+ → N+ such that

∞∑
i=1

µ(Ai) ̸=
∞∑
i=1

µ
(
Aφ(i)

)
= µ

( ∞∪
i=1

Aφ(i)

)
= µ

( ∞∪
i=1

Ai

)

which is a contradiction. Thus, the infinite series in the σ-additivity con-
dition for a signed measure converges absolutely, if it converges at all.
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• Suppose that µ(A) = +∞ (respectively, −∞) for some A ∈ M. Then,
since we have

µ(X) = µ(A ⊔Ac) = µ(A) + µ(Ac)

by σ-additivity, in order for µ(X) to be defined at all, we must have that
µ(Ac) ̸= −∞ (respectively, +∞.) Hence µ(X) = +∞ (respectively, −∞.)
It follows that µ cannot take the values +∞ and −∞ at the same time. In
other words, the codomain of a signed measure is actually (−∞,+∞] or
[−∞,∞).

What are examples of signed measures? Let ν and η be measures on the measurable
space (X,M). Then one can check that µ = ν − η is a signed measure on (X,M).
Let f : X → R be a measurable map such that

∫
X
f+ dν or

∫
X
f− dν is finite.

Then the map ξ defined by ξ(E) =
∫
E
f dν for all E ∈ M can be checked to be a

signed measure on (X,M). We shall soon see that any signed measure is indeed of
these forms.

Before we proceed, let us point out some important difference between (positive)
measures and signed measures. A signed measure need not be monotone in the
sense that A ⊆ B does not imply µ(A) ≤ µ(B) in general. For example, consider
the signed measure given by µ(E) =

∫
E
x dm on ([−1, 1],B([−1, 1])). Then

µ([0, 1]) = 1/2 > 0 = µ([−1, 1])

Therefore Theorem 5.a fails for signed measures. Depending on Theorem 5.a, The-
orem 5.b also fails for signed measures. On the other hand, one may check that the
proofs of part c and d of Theorem 5 goes through for signed measures and so, we
have the following.

Theorem 38. Let (X,M, µ) be a signed measure space. Then
a. If A1, A2, · · · ∈ M and Ai ⊆ Ai+1 for every i ∈ N+, then

µ

( ∞∪
i=1

Ai

)
= lim

i→∞
µ(Ai)

b. If A1, A2, · · · ∈ M and Ai ⊇ Ai+1 for every i ∈ N+ and −∞ < µ(A1) <∞,
then

µ

( ∞∩
i=1

Ai

)
= lim

i→∞
µ(Ai)

Proof. Imitate the proofs of part c and d of Theorem 5. �

Next will be introduced the notions of positive, negative and null sets for a signed
measure. Let (X,M, µ) be a signed measure space. A set E ∈ M is said to be

• positive if µ(F ) ≥ 0 for every F ⊆ E with F ∈ M,
• negative if µ(F ) ≤ 0 for every F ⊆ E with F ∈ M,
• null if µ(F ) = 0 for every F ⊆ E with F ∈ M.
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It is trivially seen from the definition that any measurable subset of a set that is
positive (respectively, negative, null) is also positive (respectively, negative, null.)

Lemma 7. Let (X,M, µ) be a signed measure space and let E1, E2, · · · ∈ M be
positive (respective, negative, null.) Then

∪∞
i=1Ei is positive (respective, negative,

null.)

Proof. Set F1 = E1 and Fn+1 = En+1 −
∪n

i=1Ei for all n ∈ N+. Then clearly
Fn ⊆ En and so, Fn is positive (respectively, negative, null) for all n ∈ N+. Let
F ⊆

∪∞
i=1 Fi =

∪∞
i=1Ei be such that F ∈ M. Then we have that F ∩ Fn ∈ M for

all n ∈ N+ and so, by the positivity (respectively, negativity, nullity) of Fn’s, we
obtain that

µ(F ) = µ

( ∞∪
i=1

(F ∩ Fi)

)
=

∞∑
i=1

µ(F ∩ Fi) ≥ 0

(respectively, µ(F ) ≤ 0, µ(F ) = 0.) �

Our next goal is to prove that any signed measure space can be decomposed into
a positive set and a negative set, essentially in a unique manner. Towards this goal,
we shall prove the following lemma which is also important on its own.

Lemma 8. Let (X,M, µ) be a signed measure space and let A ∈ M be such that
−∞ < µ(A) < 0. Then there exists a negative set B ⊆ A such that µ(B) ≤ µ(A).

Proof. Set A0 = ∅ and δ0 = 0. For each n ∈ N+, we can recursively choose some
An ∈ M such that

µ(An) ≥ min

{
δn
2
, 1

}
where

δn = sup

{
µ(E) : E ∈ M, E ⊆ A−

(
n−1∪
i=0

Ai

)}
Note that the collections of E’s in the definition of δn’s are non-empty for they
contain ∅ and consequently, δn ≥ 0 for all n ∈ N. Moreover, by construction, An’s
are disjoint.

Set A∞ =
∪

i∈NAi and B = A− A∞. We claim that B is as expected. Clearly
A∞ ∈ M and so B ∈ M. Moreover, as µ(An) ≥ 0 for all n ∈ N, we get that

µ(A) = µ(A∞) + µ(B) = µ

(⊔
n∈N

An

)
+ µ(N) =

(∑
i∈N

µ(An)

)
+ µ(B) ≥ µ(B)

It remains to check that B is a negative set. Let E ⊆ B be measurable. Then, by
the choice of δn’s, because E ⊆ A−

∪
i∈NAi, we have that µ(E) ≤ δn for all n ∈ N.

Thus it suffices to prove limn→∞ δn = 0. Observe that µ(A) being finite implies
that µ(A∞) is finite as µ(A) = µ(A∞)+µ(B). It now follows from this observation
and µ(A∞) =

∑
i∈N µ(An) that limn→∞ µ(An) = 0. Consequently, limn→∞ δn = 0

and so, µ(E) ≤ 0. Therefore B is a negative set. �
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We are now ready to prove the first main result of section.

Theorem 39 (Hahn decomposition theorem). Let (X,M, µ) be a signed measure
space. Then there exist a positive set P ∈ M and a negative set N ∈ M such that
P ∩N = ∅ and P ⊔N = X. Moreover, for any pair (P ′, N ′) of such sets, we have
that P∆P ′ = N∆N ′ is null for µ.

Proof. Without loss of generality, we may assume that µ does not take the value
−∞ for we can replace µ by −µ otherwise. Set

r = inf{µ(E) : E is a negative set for µ}

Note that the collection of E’s on the right-hand side is clearly non-empty as it
contains ∅. By the definition of infimum, we can choose a sequence En of negative
sets such that limn→∞ µ(En) = r.

Set N =
∪

n∈NEn. By Lemma 7, N is a negative set. Moreover, by definition,

r ≤ µ(N) ≤ µ(En ⊔ (N − En)) = µ(En) + µ(N − En) ≤ µ(En)

for all n ∈ N and hence, by taking the limit as n → ∞, we see that µ(N) = r.
Set P = X − N . We shall next show that P is a positive set. Assume towards
a contradiction that P is not a positive set. Then there exists a measurable set
A ⊆ P such that −∞ < µ(A) < 0. By Lemma 8, there exists a negative set B ⊆ A

such that −∞ < µ(B) ≤ µ(A) < 0. But then, N ⊔B is a negative set by Lemma 7
and moreover,

µ(N ⊔B) = µ(N) + µ(B) < µ(N) = r = inf{µ(E) : E is a negative set for µ}

which is a contradiction. Thus P is a positive set.
Finally, we prove the uniqueness of such decomposition. Let P ′ be a positive set

and N ′ be a negative set such that P ′ ∩ N ′ = ∅ and P ′ ⊔ N ′ = X. Then P ∩ N ′

and P ′ ∩N are both positive and negative sets and so, they are null sets for µ. It
follows that P∆P ′(= N∆N ′) ⊆ (P ∩N ′) ∪ (P ′ ∩N) is a null set for µ. �

Given a signed measure space (X,M, µ), any pair (P,N) as in Theorem 39 is
called a Hahn decomposition of the signed measure space (X,M, µ). Although
Hahn decompositions are not unique, as stated in Theorem 39, they are unique up
to null sets for µ. For this reason, we may say the Hahn decomposition to mean
any Hahn decomposition.

Next we shall prove that we can decompose a signed measure into two positive
measures using the Hahn decomposition of a signed measure space. In order to
state this result in a more compact way, we now introduce the notion of mutual
singularity.

Given a measurable space (X,M) and two signed measures ν, η on it, we say
that ν and η are mutually singular if there exist sets E,F ∈ M with E ∩ F = ∅
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and E ⊔ F = X such that E is null for ν and F is null for η. We are now ready to
prove the second main result of this section.

Theorem 40 (Jordan decomposition theorem). Let (X,M, µ) be a signed measure
space. Then there exist unique positive measures µ+ and µ− such that µ = µ+−µ−

and µ+ ⊥ µ−.

Proof. We first prove the existence of such measures. Let (P,N) be the Hahn
decomposition of (X,M, µ) which exists by Theorem 39. Define µ+ : M → [0,∞]

by

µ+(E) = µ(E ∩ P )

for all E ∈ M. Similarly, define µ− : M → [0,∞] by

µ−(E) = −µ(E ∩N)

for all E ∈ M. It is straightforward to check that µ+ and µ− are (positive)
measures. Moreover, for any E ∈ M, we have that

µ(E) = µ((E ∩ P ) ⊔ (E ∩N)) = µ(E ∩ P ) + µ(E ∩N) = µ+(E)− µ−(E)

It is also trivial to see that N is null for µ+ and P is null for µ−. Thus we have
that µ = µ+ − µ− and µ+ ⊥ µ−.

It remains to prove the uniqueness of these measures. Suppose that µ = ν − η

for some positive measures ν and η with ν ⊥ η. Then, by mutual singularity, we
have that X = A ⊔ B for some disjoint sets A,B ∈ M such that A is null for η
and B is null for ν. On the other hand, since ν and η are positive measures, A
is a positive set and B is a negative set for µ. Consequently, (A,B) is a Hahn
decomposition of (X,M, µ). By the uniqueness of the Hahn decomposition, we
obtain that P∆A = N∆B is null for µ. It now follows that

µ+(E) = µ(E ∩ P ) = µ((E ∩ (P ∩A)) ⊔ (E ∩ (P −A)))

= µ(E ∩ (P ∩A)) + µ(E ∩ (P −A))

= µ(E ∩ (P ∩A))

= µ(E ∩ (P ∩A)) + µ(E ∩ (A− P ))

= µ((E ∩ (P ∩A)) ⊔ (E ∩ (A− P )))

= µ(E ∩A) = ν(E ∩A)− η(E ∩A)

= ν(E ∩A)

= ν(E ∩A) + ν(E ∩B) = ν((E ∩A) ⊔ (E ∩B)) = ν(E)

for all E ∈ M. By a similar argument, one can show that µ−(E) = η(E) for all
E ∈ M. Hence such µ+ and µ− are unique. �
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The pair (µ+, µ−) is called the Jordan decomposition of µ. The positive mea-
sures µ+ and µ− are called the positive variation and the negative variation of µ
respectively. The total variation of µ is the (positive) measure

|µ| = µ+ + µ−

The reader is expected to verify the following properties of the total variation

• For all E ∈ M, E is |µ|-null if and only if E is null for µ.
• µ ⊥ ν if and only if |µ| ⊥ ν.

Let (X,M, µ) be a signed measure space and let (P,N) be its Hahn decomposition.
Let (µ+, µ−) be the Jordan decomposition of µ. Then we have that

µ(E) = µ+(E)− µ−(E) = µ+(E ∩ P )− µ−(E ∩N)

= |µ|(E ∩ P )− |µ|(E ∩N)

=

∫
X

χE∩P d|µ| −
∫
X

χE∩N d|µ|

=

∫
X

χE · (χP − χN ) d|µ|

=

∫
E

(χP − χN ) d|µ|

for all E ∈ M. In other words, as we have mentioned at the beginning of this
subsection, every signed measure can be written as a difference of two positive
measures and as an integral of a measurable function with respect to a positive
measure.

One can build a theory of integration with respect to a signed measure simply
by considering integrals with respect its positive and negative variations. However,
we shall not proceed in that direction due to time limitations.

5.2. Radon-Nikodym derivatives. Let (X,M, ν) be a measure space. Recall
that, given a measurable function f : X → [0,∞], the map µ : M → [0,∞] defined
by µ(E) =

∫
E
f dν is a measure by the Monotone Convergence Theorem. It turns

out that, under certain hypotheses, one can reverse this procedure and extract such
a measurable function f given µ and ν. In order to state the necessary hypothesis,
we shall now introduce the notion of absolute continuity of measures with respect
to each other.

Let µ and ν be (positive) measures on a measurable space (X,M). We say that
µ is absolutely continuous with respect to ν if

for all E ∈ M, µ(E) = 0 whenever ν(E) = 0.
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In this case, we write µ ≪ ν. Although one can extend this definition to signed
measures1, we shall not need this more general definition for our purposes. What are
some examples of measures that are absolutely continuous with respect to others?

Let ν be a measure on a measurable space (X,M) and let f : X → [0,∞] be a
measurable map. Consider the measure µ : M → [0,∞] given by µ(E) =

∫
E
f dν.

For any E ∈ M with ν(E) = 0, we have that

µ(E) =

∫
E

f dν =

∫
X

χEf dν =

∫
X

0 dν = 0

Thus µ ≪ ν. We shall soon see that all σ-finite examples of measures that are
absolutely continuous with respect to others have to be of this form.

Before we prove this, let use give another characterization of absolute continuity
for finite measures in terms of an ϵ-δ statement.

Proposition 14. Let (X,M) be a measurable space and µ and ν be finite (positive)
measures on (X,M). Then µ≪ ν if and only if for every ϵ ∈ R+ there exists δ ∈ R+

such that for every E ∈ M we have if ν(E) < δ, then µ(E) < ϵ.

Proof. Assume that the ϵ-δ statement holds. Let E ∈ M be such that ν(E) = 0.
Let ϵ ∈ R+ be arbitrary. Then there exists δ ∈ R+ such that if ν(E) < δ, then
µ(E) < ϵ. On the other hand, we have ν(E) = 0 < δ and so, µ(E) < ϵ. We have
shown that µ(E) < ϵ for any ϵ ∈ R+ and hence, µ(E) = 0. This means that µ≪ ν.

Now assume that the ϵ-δ statement fails. That is, there exists ϵ ∈ R+ such that
for all δ ∈ R+ there exists E ∈ M with ν(E) < δ and µ(E) ≥ ϵ. Fix such an
ϵ ∈ R+. For each k ∈ N+, we can choose Ek ∈ M such that ν(Ek) < 2−k and
µ(Ek) ≥ ϵ. Set Fn =

∪∞
k=nEk for each n ∈ N+. Then, for each n ∈ N+, we have

that

ν(Fn) ≤
∞∑

k=n

ν (Ek) ≤
∞∑

k=n

2−k = 21−n

Set F =
∩

n∈N+ Fn. Then clearly F ∈ M and by Theorem 5.d, as ν is a finite
measure, we have that

ν(F ) = lim
n→∞

ν(Fn) ≤ lim
n→∞

21−n = 0

and that
µ(F ) = lim

n→∞
µ(Fn) ≥ lim

n→∞
µ(En) ≥ ϵ

Therefore, ν(F ) = 0 and µ(F ) ̸= 0. This means that µ is not absolutely continuous
with respect to ν. �

Next will be proven the main theorem of this subsection, namely, the Radon-
Nikodym theorem.

1Given two signed measures µ and ν, we say that µ is absolutely continuous with respect to ν

if |µ| ≪ |ν|.
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Theorem 41 (The Radon-Nikodym theorem). Let (X,M) be a measurable space.
Let µ and ν be σ-finite measures on (X,M) such that µ ≪ ν. Then there exists
a measurable map g : X → [0,∞) such that µ(E) =

∫
E
g dν for all E ∈ M.

Moreover, this map g is unique up to ν-almost everywhere equality.

Proof. We shall first prove the existence of such a map g in the case that µ and ν

are finite measures. Consider the set

F =

{
f ∈ L+(X,M, ν) :

∫
E

f dν ≤ µ(E) for all E ∈ M
}

Observe that
• F is non-empty as the zero map 0 is in F.
• F is closed under taking maximums. To see this, let f, f̂ ∈ F and consider

max{f, f̂} ∈ L+(X,M, ν). Let E ∈ M. Set A = {x ∈ E : f(x) ≤ f̂(x)}
and B = E −A. Then clearly A,B ∈ M and so, as f, f̂ ∈ F , we have that∫

E

max{f, f̂} dν =

∫
A

f̂ dν +

∫
B

f dν ≤ µ(A) + µ(B) = µ(A ⊔B) = µ(E)

Therefore max{f, f̂} ∈ F .
By the definition of F , there exists a sequence (fn)n∈N of functions in F such that

lim
n→∞

∫
X

fn dν = sup
f∈F

{∫
X

f dν

}
Since F is closed under taking maximums, by setting g0 = f0 and gn = max{fn+1, gn}
for all n ∈ N, we obtain a monotone sequence (gn)n∈N of functions in F such that

lim
n→∞

∫
X

gn dν = sup
f∈F

{∫
X

f dν

}
Let g : X → [0,∞] be defined by g(x) = limn→∞ gn(x) for all x ∈ X. By the
Monotone Convergence Theorem, we have that∫

E

g dν = lim
n→∞

∫
E

gn dν ≤ µ(E)

for all E ∈ M. Therefore g ∈ F . Observe moreover that, by the Monotone
Convergence Theorem, we also obtain∫

X

g dν = lim
n→∞

∫
X

gn dν = sup
f∈F

{∫
X

f dν

}
We shall next prove that we indeed have∫

E

g dν = µ(E)

for all E ∈ M. We have already proven that g ∈ F and so, the left-hand side is
less than or equal to the right-hand side. To prove the other inequality, consider
the (positive) measure given by η(E) = µ(E)−

∫
E
g dν for all E ∈ M. We wish to

show that η(E) = 0 for all E ∈ M. Assume towards a contradiction that this is not
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the case. Then there exists some set Ê ∈ M with η(Ê) > 0 and hence, η(X) > 0.
As ν is a finite measure, we can find ϵ ∈ R+ such that

η(X) > ϵν(X)

Let (P,N) be the Hahn decomposition of the signed measure η − ϵν. Let E ∈ M.
Then we have (η − ϵν)(E ∩ P ) ≥ 0 and hence,

µ(E) = η(E) +

∫
E

g dν ≥ η(E ∩ P ) +
∫
E

g dν

≥ ϵν(E ∩ P ) +
∫
E

g dν

≥
∫
E

ϵχP dν +

∫
E

g dν

≥
∫
E

g + ϵχP dν

It follows that g + ϵχP ∈ F .
We shall next show that ν(P ) > 0. Assume to the contrary that ν(P ) = 0.

Then, by the assumption that µ≪ ν, we get µ(P ) = 0. This means that

0 ≤ (η − ϵν)(P ) = η(P ) = µ(P )−
∫
P

g dν = −
∫
P

g dν ≤ 0

which subsequently implies

(η − ϵν)(X) = (η − ϵν)(P ) + (η − ϵν)(N) = (η − ϵν)(N) ≤ 0

This contradicts the choice of ϵ. Therefore ν(P ) > 0. Recall that we showed earlier
that

∫
X
g dν ≤ µ(X) < +∞. It now follows from ν(P ) > 0 that

sup
f∈F

{∫
X

f dν

}
=

∫
X

g dν <

∫
X

g + ϵχP dν

But this is a contradiction as g+ ϵχP ∈ F . This completes the proof that η(E) = 0

for all E ∈ M. Having proven that∫
E

g dν = µ(E)

for all E ∈ M, we see that g cannot take the value +∞ on a set having positive
measure with respect to ν because µ(X) < +∞. Consequently, we can modify the
function g on a ν-null set so that its values are contained in [0,∞) and still satisfies
the above equality. This finishes the proof of the existence of such a map g for finite
measures.

Now suppose that µ and ν are σ-finite measures. Then we can find a sequence
(Xn)n∈N of disjoint sets in M such that X =

⊔
n∈NXn and µ(Xn), ν(Xn) < ∞

for all n ∈ N. Having proven the result for finite measures, in particular for the
restrictions µn and νn of the measures µ and ν to the measurable spaces

(Xn,M � Xn)



88 BURAK KAYA

we can find measurable maps gn : Xn → [0,∞) such that µ(E) =
∫
E
gn dν for all

E ∈ M � Xn. Consider the measurable map g : X → [0,∞) given by g(x) = gn(x)

if x ∈ Xn. Then, for all E ∈ M, by Proposition 9, we have that

µ(E) = µ

(⊔
n∈N

(Xn ∩ E)

)
=
∑
n∈N

µ(Xn ∩ E)

=
∑
n∈N

∫
Xn∩E

gn dνn

=
∑
n∈N

∫
X

g · χXn∩E dν

=

∫
X

∑
n∈N

g · χXn∩E dν

=

∫
X

g · χE dν =

∫
E

g dν

This finishes the proof of the existence of such map g. We now prove the uniqueness
up to ν-almost everywhere equality. Let g, h : X → [0,∞) be measurable maps such
that

µ(E) =

∫
E

g dν =

∫
E

h dν

for all E ∈ M. Then, by Lemma 5, we have that g(x) = h(x) holds ν-almost
everywhere.2 �

The map g in Theorem 41, which is unique up to ν-null sets, is called the Radon-
Nikodym derivative of µ with respect to ν and is shown by

g =
dµ

dν

The motivation behind the terminology and notation is that the Radon-Nikodym
derivative is supposed to describe the “rate of change of the density of µ with
respect to ν.” As the notation suggests, the Radon-Nikodym derivative satisfies
many properties of the usual notion of derivative. For example, it is linear and
satisfies the chain rule3, that is, if µ≪ ν and ν ≪ η, then

dµ

dη
=
dµ

dν
· dν
dη

Let us now consider some basic examples.

2Note that we do not really need to integrability assumption in the proof of the relevant part
of Lemma 5.

3We shall not prove this fact here for it follows from a problem in Homework III.
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• Let F : R → R be an increasing differentiable function and let µF be the
corresponding Borel measure on (R,B(R)). Suppose that µF ≪ m. Then

dµF

dm
= F ′

because we have µF ((a, b]) = F (b)−F (a) =
∫
(a,b]

F ′ dm for all a < b in R.
• Consider the Dirac measure δk concentrated at k ∈ N and the counting

measure µ on the measurable space (N,P(N)). Clearly we have δk ≪ µ.
Moreover, it is easily seen that

dδ0
dµ

= χk

The Radon-Nikodym theorem can be generalized to signed and complex measures.
The reader is referred to [Fol99, Theorem 3.8 and Theorem 3.12] for these more
general forms known as the Lebesgue-Radon-Nikodym theorem, which essentially
tells use how to uniquely “decompose” a σ-finite signed or complex measure into
two parts one of which is absolutely continuous with respect to a σ-finite positive
measure.

5.3. Exercises. Below you shall find some exercises that you can work on regarding
the topics in this section. These exercises are not to be handed in as homework
assignments.

• Exercises 2, 6, 7, 8, 10, 13 from Chapter 3 of [Fol99].
• Exercises 1, 3 from Chapter 4.1 and Exercises 1, 4, 5, 9 from Chapter 4.2

of [Coh93].

6. Coda

This course is intended to serve as a graduate-level introductory course in mea-
sure and integration theory. The author hopes that the reader enjoyed the course
and benefited as much as possible. Those who wish to study topics in analysis
should read the rest of [Fol99], at least, to have an introductory knowledge on
functional and Fourier analysis. Those who wish to study topics in abstract mea-
sure theory and who seek other books are referred to [Bog07], which is the most
comprehensive treatment of the subject that the author was able to find.

“Mathematics, rightly viewed, possesses not only truth, but supreme
beauty - a beauty cold and austere, like that of sculpture, without
appeal to any part of our weaker nature, without the gorgeous
trappings of painting or music, yet sublimely pure, and capable of
a stern perfection such as only the greatest art can show. The true
spirit of delight, the exaltation, the sense of being more than Man,
which is the touchstone of the highest excellence, is to be found in
mathematics as surely as poetry.”

Bertrand Russell.
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