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Abstract—The existence of a unique Augustin mean and its
invariance under the Augustin operator are established for
arbitrary input distributions with finite Augustin information
for channels with countably generated output σ-algebras. The
existence is established by representing the conditional Rényi
divergence as a lower semicontinuous and convex functional
in an appropriately chosen uniformly convex space and then
invoking the Banach–Saks property in conjunction with the lower
semicontinuity and the convexity. A new family of operators
is proposed to establish the invariance of the Augustin mean
under the Augustin operator for orders greater than one. Some
members of this new family strictly decrease the conditional
Rényi divergence, when applied to the second argument of the
divergence, unless the second argument is a fixed point of the
Augustin operator.

I. INTRODUCTION

In sixties and seventies, Shannon’s fundamental result has
been strengthened for memoryless channels in terms of three
exponent functions:

(i) For codes operating at rates below the Shannon capacity,
the exponential decay rate of the error probability with
the block length is bounded from below by the random
coding exponent [1]–[5] and from above by the sphere
packing exponent [4]–[7].

(ii) For codes operating at rates above the Shannon capacity,
the exponential rate that the correct transmission (decod-
ing) probability vanishes with the block length is equal
to the strong converse exponent, [8]–[10].

These exponent functions have been characterized in terms
of Gallager’s functions [11], auxiliary channels [12], [13],
and Augustin information measures [5]. To obtain the right
exponent functions for cost constrained codes in terms of
Gallager’s functions, one has to apply the Lagrange multipliers
method in a somewhat non-standard way described in [1]–[3].
The corresponding modification works for convex composition
constraints, as well; see [5], [14]. This non-standard applica-
tion of the Lagrange multipliers method to Gallager’s function
has recently been shown to be equivalent to the standard
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Grant 119E053.

application of the Lagrange multipliers method to the Augustin
information measures in [15, §5]. However, the Lagrange
multipliers method is unnecessary to express the exponent
functions in terms of Augustin information measures, either for
composition constrained codes or for cost constrained codes.
The right exponent functions are obtained by imposing the
same constraints to the domain of the supremum defining
Augustin capacity in terms of Augustin information [5], [15]–
[25]. Such characterizations permit relatively simple deriva-
tions of tight polynomial prefactors under certain symmetry
hypothesis [23], [24].

Both the Augustin information and the Rényi information
(i.e. a scaled and reparametrized version of Gallager’s function
[26]), can be seen as generalizations of the mutual information.
However, unlike the mutual information and the Rényi infor-
mation, the Augustin information does not have a closed form
expression. The order α Augustin information for the input
distribution p is defined as

Iα(p;W) , infq∈P(Y) Dα(W ‖ q | p) , (1)

where P(Y) is the set of all probability measures on the
output space. For the case when the output set is a finite set
(e.g. when W is a discrete memoryless channel as in [17],
[27]), the compactness of P(Y), the lower semicontinuity of
Rényi divergence in its second argument [28, Thm 15], and
the extreme value theorem imply the existence of an order α
Augustin mean qα,p ∈P(Y) satisfying

Iα(p;W) = Dα(W ‖ qα,p | p) . (2)

The Augustin mean qα,p is unique because of the strict
convexity of the Rényi divergence in its second argument
described in [28, Thm 12]. Other properties of the Augustin
mean and information established in [5], [15] can be derived
independently, once the existence of a unique Augustin mean
is established.

For channels whose output space is an arbitrary measurable
space (Y,Y), we no longer have the compactness of P(Y)
and establishing the existence of the Augustin mean becomes
a more delicate issue. It has been established for the case
when p is a probability mass function with a finite support
set for arbitrary channels in [5], [15]. In addition, the closed
form expression for the Augustin mean has been derived
for certain special cases: for Gaussian input distributions on
scalar or vector Gaussian channels in [15] and for Augustin
capacity achieving input distribution on additive exponential
noise channels with a mean constraint in [25]. But a general
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existence result for the Augustin mean has not been proved
yet; see Remark 4 of §IV for a discussion regarding [25].

In this paper, we prove, under finite Augustin information
hypothesis, the existence of a unique Augustin mean, its
invariance under the Augustin operator, and its equivalence
to the qp̃ defined in (31), which is absolute continuous in the
output distribution qp generated by the input distribution p.
Our presentation will be as follows: In §II, we introduce our
model and notation and prove that the infimum defining the
Augustin information in (1) can be taken over the probability
measures that are absolutely continuous in qp , rather than the
whole P(Y). In §III, we first use Radon–Nikodym theorem
to express this optimization in Lτ (qp) for some τ > 1, with
the help of a functional corresponding to the conditional
Rényi divergence. Then we show that this functional inherits
the convexity and the norm lower semicontinuity from the
conditional Rényi divergence and use them together with the
Banach–Saks property to establish the existence of a unique
Augustin mean. In §IV, we propose a new family of operators
related to the Augustin operator, establish a new monotonicity
property for the conditional Rényi divergence, see Lemma 6,
and use it to establish the invariance of the Augustin mean
under the Augustin operator. In §V, we briefly discuss the
novelty of our approach in comparison to the previous analysis
methods, as we see it.

II. PRELIMINARIES

For any measurable space (Y,Y), we denote the set of all
probability measures on (Y,Y) by P(Y). With a slight abuse
of notation we denote the set of all probability measures that
are absolutely continuous with respect to a finite measure q by
P(q). For finite measures, we use M+

(·) instead of P(·). We
use ‖·‖ for the total variation norm and corresponding metric.

Definition 1. For any α∈ (0,∞], w ∈P(Y), and q ∈M+

(Y)
the order α Rényi divergence between w and q is

Dα(w‖ q),


1

α−1 ln
∫
(dwdν )

α(dqdν )
1−αν(dy) α∈R+\{1}∫

dw
dν

[
ln dw

dν − ln dq
dν

]
ν(dy) α = 1

ln ess supν
dw
dν /

dq
dν α=∞

where ν is any measure satisfying w≺ν and q≺ν.

If q ∈ P(Y), then Dα(w‖ q) is positive unless w = q by
[28, Thm. 8] and the following Pinsker’s inequality holds by
[28, Thms. 3 and 31],

Dα(w‖ q) ≥ 1∧α
2 ‖w − q‖2 ∀q ,w ∈ P(Y). (3)

We denote the set of all transition probabilities1 from (X,X )
to (Y,Y) by P(Y|X ) and model the channel W as a transition
probability in P(Y|X ). Thus [29, Thm. 10.7.2] ensures the
existence of a joint distribution p~W on X ⊗Y for any input
distribution p in P(X ). We call the Y-marginal of p~W the
output distribution induced by p and denote it by qp .

qp(E) , p~W (X× E) ∀E ∈ Y. (4)

1See [26, Definition 9], [29, Definition 10.7.1] for the formal definition.

Applying [29, Thm. 10.7.2] for f (x , y) = 1{y∈E} we get

qp(E) =

∫
X

W (E|x )p(dx ) ∀E ∈ Y. (5)

With a slight abuse of notation, for a W ∈ P(Y|X ) and
x ∈ X, we denote the probability measure W (·|x ) ∈ P(Y) by
W (x ), whenever it is possible to do so without any ambiguity.

Definition 2. For any α ∈ (0,∞], countably generated σ-
algebra Y of subsets of Y, W ∈ P(Y|X ), q ∈M+

(Y), and
p ∈ P(X ) the order α conditional Rényi divergence for the
input distribution p is

Dα(W ‖ q | p) ,
∫

Dα(W (x )‖ q) p(dx ). (6)

We assume Y to be countably generated, so as to ensure the
X -measurablity of the integrand in (6) by2 [15, Lemma 37].

For α = 1 case, one can confirm by substitution that the
conditional Rényi divergence can be expressed in terms of the
joint distribution p~W induced by p ∈ P(X ) as follows

D1(W ‖ q | p)=D1(p~W ‖ p ⊗ q) ∀q∈P(Y), (7)

where p ⊗ q is the product measure. Furthermore, (5) and (7)
can be used to confirm by substitution that

D1(W ‖ q | p)=D1(W ‖ qp | p)+D1(qp‖ q) ∀q∈P(Y). (8)

Definition 3. For any α ∈ (0,∞], countably generated σ-
algebra Y , W ∈ P(Y|X ), and p ∈ P(X ) the order α Augustin
information for the input distribution p is given by (1).

For α = 1 case, (8) provides us a closed form expression
of the Augustin information by (3): I1(p;W)=D1(W ‖ qp | p).
For other orders, however, a general closed form expression
does not exist either for the Augustin information or for
the probability measure that achieves the infimum given in
(1), called the Augustin mean. Nevertheless qp , can be used
to restrict the domain of the optimization problem defining
Augustin information as follows.

Lemma 1. For any α ∈ (0,∞], countably generated σ-
algebra Y , W ∈ P(Y|X ), and p ∈ P(X ),

Iα(p;W) = infq∈P(qp) Dα(W ‖ q | p) . (9)

Proof. Any q ∈ P(Y) can be written as the sum of absolutely
continuous and singular components with respect to qp by the
Lebesgue decomposition theorem [29, Thm. 3.2.3], i.e. there
exist q∼≺qp and q⊥⊥ qp such that q= q∼+q⊥. Hence, there
exists an E∈Y satisfying qp(E)=0 and q⊥(Y\E)=0 because
q⊥⊥qp . Then W (E|x ) = 0 p-a.s. by (5) and consequently

Dα(W (x )‖ q) = Dα(W (x )‖ q∼) p-a.s.

Thus ‖q∼‖>0 for all q satisfying Dα(W ‖ q | p)<∞ and

Dα(W ‖ q | p) = Dα

(
W ‖ q∼

‖q∼‖

∣∣∣ p)− ln ‖q∼‖ (10)

for all q ∈P(Y) satisfying Dα(W ‖ q | p)<∞. Then we can
replace P(Y) with P(qp) in (1), without changing the value
of the infimum because − ln ‖q∼‖≥0 and q∼

‖q∼‖ ∈P(qp).
2 [15, Lemma 37] establishes X -measurability for q ∈P(Y) and α∈R+

case, but a similar proof works for q∈M+
(Y) and α∈(0,∞] case.



III. EXISTENCE OF A UNIQUE AUGUSTIN MEAN

The uniform convexity3 of Lτ for τ > 1, plays a central
role in our proof of the existence of a unique Augustin mean
for input distributions with finite Augustin information. Let us
first recall the definition of the τ -norm. For any τ ≥ 1 and
qp-measurable function f : Y→ R , the τ -norm of f is

‖f ‖τ ,

(∫
|f (y)|τqp(dy)

)1/τ

. (11)

The set of all finite τ -norm functions Lτ (qp) form a complete
normed vector space, i.e. Banach space, under the pointwise
addition and the scalar multiplication by [29, Thm. 4.1.3]

Lτ (qp) , {f : ‖f ‖τ <∞} . (12)

As a result of Radon–Nikdoym theorem [29, Thm. 3.2.2],
we know that elements of P(qp) can be represented via
their Radon–Nikodym derivatives with respect to qp , which
will be non-negative functions of unit norm in L1(qp). By
taking pointwise τ th root of these Radon–Nikodym derivatives,
we can obtain analogous representations in Lτ (qp) for any
positive τ . Motivated by these observations we define the
following subsets of Lτ (qp):

Bτ (qp) , {f ∈ Lτ (qp) : f (y) ≥ 0 qp-a.s.}, (13)

Bτ1(qp) , {f ∈ Bτ (qp) : ‖f ‖τ = 1}, (14)

Bτ≤1(qp) , {f ∈ Bτ (qp) : ‖f ‖τ ≤ 1}. (15)

Let ωτ (·) : Bτ (qp) → M+

(qp) be the function defined
through the following relation

ωτ (f ) (E),
∫
E

[f (y)]τqp(dy) ∀f ∈Bτ (qp),E∈Y. (16)

Using the conditional Rényi divergence and ω1(·), we can
define the functional Dα(W ‖ω1(·)| p) on B1(qp), which
inherits the convexity and norm lower semicontinuity from
the Rényi divergence by the linearity and continuity of ω1(·).
Lemmas 2 and 3 demonstrate that for an appropriately chosen
τ > 1, the functional Dα(W ‖ωτ (·)| p) on Bτ (qp) inherits
the convexity and norm lower semicontinuity, as well. These
observations are important because, unlike L1(qp), Lτ (qp) is
uniformly convex for any τ >1, and thus it has the Banach–
Saks property.

Definition 4. Let Dα(·) : Bτα(qp)→(−∞,∞] be

Dα(f ), Dα(W ‖ωτα (f )| p) (17)

for all f ∈ Bτα(qp) and α∈(0,∞], where

τα ,

{
2 α ∈ [0.5,∞]
1

1−α α ∈ (0, 0.5)
. (18)

Lemma 2. For all α ∈ (0,∞], functional Dα(·), defined in
(17), is convex on Bτα(qp).

Lemma 3. For all α ∈ (0,∞], functional Dα(·), defined in
(17), is norm lower semicontinuous on Bτα(qp).

3Usually, p rather than τ is used to name the norm and the associated
Banach space. We deviate from the convention to reserve the symbol p for
the input distributions.

Proofs of Lemmas 2 and 3 are presented in Appendix A and
Appendix B.

Lemma 4. For all α∈ (0,∞], there exists an fα ∈ Bτα(qp)
satisfying ‖fα‖τα = 1 and

Dα(fα) = Iα(p;W) . (19)

Proof. Note that ωτ (γf ) = γτωτ (f ) for all τ ≥ 1 and γ ≥ 0
by (16). Thus

Dα

(
f/‖f ‖τα

)
= Dα(f ) + ln ‖f ‖τατα . (20)

for all f ∈ Bτα(qp) by (17). Consequently,
inf f∈Bτα≤1

(qp) Dα(f ) = inf f∈Bτα1 (qp) Dα(f ) .

Hence the definition of Dα(·), the Radon–Nikdoym theorem
[29, Thm 3.2.2], and Lemma 1 imply

inf f∈Bτα≤1
(qp) Dα(f ) = Iα(p;W) . (21)

Thus there exists a sequence {fn} ⊂ Bτα≤1(qp) satisfying4

Dα(fn) ↓ Iα(p;W) , (22)∑
n∈Z+

[Dα(fn)− Iα(p;W)] <∞. (23)

Lτα(qp) has the Banach–Saks property for τα ∈ (1, 2] by [29,
Cor. 4.7.17], because it is uniformly convex by [29, Thm.
4.7.15]. Thus for the norm bounded sequence {fn}, there exist
a subsequence {fnk} and an fα ∈ Lτα(qp) such that

limk→∞

∥∥∥ fn1+···+fnk
k − fα

∥∥∥
τα

= 0. (24)

Furthermore, fα ∈ Bτα≤1(qp) because Bτα≤1(qp) is closed and
fn1+···+fnk

k ∈Bτα≤1(qp) for all k by the non-negativity of fn ’s
and the triangle inequality of ‖·‖τα .
The norm lower semicontinuity of Dα(·) established in
Lemma 3, fα∈Bτα≤1(qp), and (24) imply

Dα(fα) ≤ lim infk→∞Dα

(
fn1+···+fnk

k

)
. (25)

On the other hand, the convexity of Dα(·) established in
Lemma 2 implies

Dα

(
fn1+···+fnk

k

)
≤ Dα(fn1)+···+Dα(fnk)

k . (26)

Dα(fα) ≤ Iα(p;W) by (22), (23), (25) and (26). Hence, (19)
follows from (21) and the fact that fα∈Bτα≤1(qp). Furthermore,
‖fα‖τα= 1 as a result of (19), (20), and (21).

For finite orders, Lemma 5, expresses Lemma 4 in terms
of probability measures and strengthens it with uniqueness
assertion for the finite Augustin information case.

Lemma 5. For any α ∈ R+ , channel W ∈ P(Y|X ) with a
countably generated output σ-algebra Y , and input distribu-
tion p ∈ P(X ) with a finite order α Augustin information,
there exists a unique qα,p ∈P(Y) satisfying

Iα(p;W)=Dα(W ‖ qα,p | p) , (27)

called the order α Augustin mean for the input distribution p.
Furthermore, qα,p is absolutely continuous in qp , i.e. qα,p≺qp .

Proof of Lemma 5 is presented in the Appendix C.

4For example let fn be such that Dα(fn )≤Iα(p;W)+(1/n)2.



IV. FIXED POINT PROPERTIES OF AUGUSTIN MEAN

The existence of a unique Augustin mean qα,p and its
absolute continuity in qp are important observations. But they
do not provide an easy way to decide whether qα,p =q for a
q≺qp or not. For input distributions that are probability mass
functions with finite support set, this issue was addressed by
characterizing qα,p as the only fixed point of the Augustin
operator that is equivalent to qp , see5 [5, Lemma 34.2], [15,
Lemma 13]. Our main goal in this section is to establish an
analogous characterization of the Augustin mean qα,p for a
general input distribution p merely by assuming that Iα(p;W)
is finite, see Lemma 7. Let Qα,p , Xq

α,p , and X q
α,p be

Qα,p , {q∈P(Y) : Dα(W ‖ q | p)<∞},
Xq
α,p , {x : Dα(W (x )‖ q) <∞},
X q
α,p , {E ∩ Xq

α,p : E ∈ X}.

Definition 5. For any α ∈ R+ , countably generated σ-algebra
Y of subsets of Y, W ∈ P(Y|X ), q ∈ P(Y), and x ∈ Xq

α,p

dW q
α(x)
dν , e(1−α)Dα(W (x)‖q)

(
dW (x)

dν

)α (
dq
dν

)1−α
. (28)

Then W q
α defines a transition probability called the order α

tilted channel W q
α ∈ P(Y|X q

α,p).

Remark 1. If q ∈ Qα,p , then p(Xq
α,p) = 1. Hence, for input

distributions that are absolutely continuous in p, the fact
that W q

α is an element of P(Y|X q
α,p) rather than P(Y|X )

is inconsequential.

Definition 6. Under the hypothesis of Lemma 5, the Augustin
operator Tα,p (·) :Qα,p→P(Y) is defined as

Tα,p (q) (E), Ep[W
q
α (E|X)] ∀E∈Y, q∈Qα,p . (29)

Furthermore, for any β ∈ R+ satisfying Dβ(Tα,p (q)‖ q) <∞,
the tilted Augustin operator Tβα,p (q) is defined as

dTβα,p(q)

dν , e(1−β)Dβ(Tα,p(q)‖q)
(

dTα,p(q)
dν

)β (
dq
dν

)1−β
. (30)

The Augustin operator has been used before either implicitly
[7], [16], [31] or explicitly [5], [15], [25], [30]. However, to
the best of our knowledge, the tilted Augustin operator is first
defined and analyzed in the present work.

Lemma 6. Under the hypothesis of Lemma 5, if either α ∈
(0, 1) and β∈(0, 1], or α ∈ (1,∞) and β∈(0, 1∧ 1

α−1 ), then
for any q∈Qα,p we have

Dα(W ‖ q | p)−Dα
(
W ‖ Tβα,p (q)

∣∣ p)
≥ βD1−β|α−1|+(Tα,p (q)‖q)+(1−β)Dβ(Tα,p (q)‖q)

≥ β(2−β(α∨1))
2 ‖Tα,p (q)− q‖2 .

A particular case of Lemma 6 for α ∈ (0, 1) and β = 1
was proved in [5, p. 236] and [15, (B.4)], and was used to
show that the Augustin mean is a fixed point of the Augustin
operator6 in [5, Lemma 34.2] and [15, Lemma 13 (c)] for

5This is the case even for certain quantum models [30, Proposition 4].
6Although we will not rely on it, it is worth mentioning that Tβα,p (q) = q

holds either for all positive real β’s or for none.

α∈(0, 1). Lemma 6 allows us to invoke this simpler argument
for establishing the fixed point property for α∈(1,∞) case.
Proof.

Dα(W ‖ q | p)−Dα
(
W ‖ Tβα,p (q)

∣∣ p)
= 1

1−αEp

[
ln

∫ (
dTβα,p(q)

dq

)1−α

W q
α (dy |X)

]

(a)

≥


1

1−αEp

[∫
ln

(
dTβα,p(q)

dq

)1−α

W q
α (dy |X)

]
if α<1

1
1−α lnEp

[ ∫ (
dTβα,p(q)

dq

)1−α

W q
α (dy |X)

]
if α>1

(b)
=


∫

dTα,p(q)
dq ln

(
dTβα,p(q)

dq

)
q(dy) if α<1

1
1−α ln

∫ (
dTβα,p(q)

dq

)1−α
dTα,p(q)

dq q(dy) if α>1

(c)
=

{
βD1(Tα,p (q)‖q)+(1−β)Dβ(Tα,p (q)‖q) if α<1

βD1+β(1−α)(Tα,p (q)‖q)+(1−β)Dβ(Tα,p (q)‖q) if α>1

where (a) follows from Jensen’s inequality and the concavity
of natural logarithm function, (b) follows from (29) and
Fubini’s theorem [29, Thm. 3.4.4], (c) follows (30). The
second inequality of the lemma follows from (3).

For most, but not all, cases of interest W (x )≺qp p-a.s.,
e.g. see Example 1. To avoid introducing “W (x )≺qp p-a.s.”
as a separate hypothesis, we define qp̃ as follows

dqp̃
dqp

, Ep

[
dW∼(X)

dqp

]
, (31)

where W∼(x ) is the qp-absolutely continuous part of W (x ).
Note that W∼(x ) =W (x ) p-a.s. and thus qp̃ = qp whenever
W (x )≺qp p-a.s. and thus whenever I1(p;W) <∞.

Lemma 7. Under the hypothesis of Lemma 5, qα,p ∼ qp̃ ,

Tα,p (qα,p) = qα,p , (32)
D1∨α(qα,p‖q)≥Dα(W ‖q |p)−Iα(p;W)≥D1∧α(qα,p‖q), (33)

for all q ∈P(Y). Furthermore, if qp̃≺q and Tα,p (q)= q for
a q ∈ P(Y), then qα,p=q .

Remark 2. For α∈(1,∞), Dα(W ‖ q | p) is finite and Tα,p (q)
is defined only for q’s satisfying qp≺q; furthermore finite
Iα(p;W) hypothesis of Lemma 5 implies qp̃ = qp . Thus qp̃≺q
hypothesis can be omitted for α∈(1,∞). For α∈(0, 1), how-
ever, qp̃≺q hypothesis cannot be dropped; see [15, footnote
11], and [20, (15)], [21, Thm. IV.14] for classical-quantum
channels, and a related problem in [32, Lem. 5].

Proof. For α = 1 case lemma follows from (3) and (8) for
q1,p=qp . For other orders, first apply Lemma 6 for β = 1∧1/α

Dα(W ‖ q | p)−Dα
(
W ‖ T1∧1/α

α,p (q)
∣∣∣ p)≥ 1∧α

2α ‖Tα,p (q)−q‖
2
.

Then (32) follows from by (1) and (27).
For α∈(0, 1), W q

α (x )≺q whenever W q
α (x ) is defined. Thus

using (29), (32), and qα,p≺qp established in Lemma 5, we can
obtain the following identity for all α ∈ (0, 1),



dqα,p
dqp

=
(
Ep

[(
dW∼(X)

dqp

)α
e(1−α)Dα(W (X)‖qα,p)

])1/α

, (34)

≥
(
Ep

[(
dW∼(X)

dqp

)α])1/α

,

where the inequality follows from Dα(W (X)‖ qα,p)≥0. Thus
qp̃≺qα,p by (31) because E[Zα]>0 iff E[Z]>0 for any non-
negative random variable Z. Furthermore, for any α∈(0, 1)
Dα(W ‖ q | p)

(a)
= Dα(W ‖ q∼| p)
(b)
= 1

α−1Ep

[
ln

∫ (
dW∼(X)

dqp

)α(
dq∼
dqp

)1−α
qp(dy)

]
(c)
= 1

α−1Ep

[
ln

∫ (
dW∼(X)

dqp

)α(
dqac
dqp

)1−α
qp(dy)

]
(d)
= Dα(W ‖ qac| p) , (35)

where q∼ is qp-absolutely continuous part of q , qac is qp̃-
absolutely continuous part of both q∼ and q , (a) follows from
(10), (b) follows from the definition of Rényi divergence for
α ∈ (0, 1) and q∼≺qp , (c) follows from (31) because as a
result only the qp̃-absolutely continuous part of q∼ contributes
to the integral p-a.s., (d) follows from the definition of
Rényi divergence of α ∈ (0, 1) and qac≺qp . Note that (35)
implies qα,p≺qp̃ and hence qα,p ∼ qp̃ for α ∈ (0, 1) because
we have already established qp̃≺qα,p .

For α∈ (1,∞), Dα(W ‖ qα,p | p)<∞ implies W (x )≺qα,p
p-a.s. and qp̃ = qp . Thus qp≺qα,p by (5) and consequently
qp ∼ qα,p by Lemma 5. Thus qα,p ∼ qp̃ , for α∈(1,∞).

Let s ∈ P(Y) satisfy Tα,p (s) = s and qp̃≺s , and qac be
qp̃-absolutely continuous part of a q ∈ P(Y). For α > 1, finite
Iα(p;W) hypothesis implies qp̃ = qp . Then invoking (35) for
α ∈ (0, 1) and (10) for α ∈ (1,∞) we get
Dα(W ‖ q | p)−Dα(W ‖ s| p)

= 1
α−1Ep

[
ln

∫ (
dqac
ds

)1−α
W s
α(dy |X)

]
(a)

≥


1

α−1 lnEp

[∫ (
dqac
ds

)1−α
W s
α(dy |X)

]
if α<1

1
α−1Ep

[∫
ln
(

dqac
ds

)1−α
W s
α(dy |X)

]
if α>1

(b)
=


1

α−1 ln

∫
dTα,p(s)

ds

(
dqac
ds

)1−α
s(dy) if α<1

−
∫

dTα,p(s)
ds ln

(
dqac
ds

)
s(dy) if α>1

(c)

≥ D1∧α(s‖ q) (36)

where (a) follows from Jensen’s inequality and the con-
cavity of natural logarithm function, (b) follows from (29)
and Fubini’s theorem [29, Thm. 3.4.4], (c) follows from
Tα,p (s)=s , [15, Lemma 1], and qac≤q . Thus Dα(W ‖ q | p)>
Dα(W ‖ s| p) for all q ∈P(Y) \ {s} by (3) and s = qα,p by
Lemma 5, for any s ∈P(Y) satisfying both Tα,p (s)= s and
qp̃≺s . Proof of (33) is presented in Appendix D.

Remark 3. The identity (34) holds not only for α∈(0, 1) but
for any α ∈ R+ satisfying Iα(p;W)<∞. For α∈(1,∞) case,
if Iα(p;W)<∞ then (34) follows from (29), (32), qα,p≺qp ,
and the fact that W (x )≺qα,p p-a.s. and it can be written as

dqα,p
dqp

=
(
Ep

[(
dW (X)
dqp

)α
e(1−α)Dα(W (X)‖qα,p)

])1/α

. (37)

For α ∈ (0, 1) case, (37) holds whenever W (x )≺qp p-a.s.,
e.g. when p is a probability mass function as in [15, (38)].

Remark 4. In [25], the channel W is assumed to satisfy
W (x )≺qp p-a.s. for all p, which is a reasonable but not
completely general assumption. Ref. [25] defines the Augustin
mean, which it calls 〈α〉-response to p, as the element of
P(qp) satisfying (37); see [25, (92)]. The existence of a unique
element of P(qp) satisfying (37), however, is not a definition,
but an assertion that requires a proof. Furthermore, the proof
of Lemma 13-(c)-i and 13-(d)-i in [15], had previously shown
for any probability mass function p with a finite support set
that when a q ∈ P(Y) satisfying both Tα,p (q)=q and qp≺q
exists, it has to be the Augustin mean, and these arguments
are valid as they are for general input distributions p, as well.

Example 1 (A Channel-Input Distribution Pair for which
W (x )⊀qp p-a.s.). Let the probability density function of the
channel output y ∈ (0, 2) given the channel input x ∈ (0, 1),
w(y |x ) be

w(y |x ) = 1{y∈(0,x)}+(y−x)1{y∈(0,1)}+(γ−0.5)δ(y−x−1)
γ , (38)

where 1{·} is the indicator function, δ(·) is the Dirac delta
function, and γ is a constant in (0.5,∞). Let the input
distribution p be the uniform distribution on (0, 1) then the
Radon–Nikodym derivarives of qp and qp̃ with respect to the
Lebesgue measure are

dqp
dλ =

1{y∈(0,1)}+(2γ−1)1{y∈(1,2)}
2γ ,

dqp̃
dλ =

1{y∈(0,1)}
2γ .

Note that W (x )⊀qp for all x ∈ (0, 1). Nevertheless, the
Augustin information can be calculated for all positive orders:

Iα(p;W) =

{
α ln γ+ln(1+α)

1−α if α ∈ (0, 1)

∞ if α ∈ [1,∞)
. (39)

Furthermore, for all α ∈ (0, 1), the order α Augustin mean
is the uniform distribution on (0, 1) and (34) holds for all
α∈(0, 1), as expected.

V. DISCUSSIONS

Augustin information was defined for arbitrary channels
with countably generated output σ-algebras in [15, §5.4]. The
existence of a unique Agustin center was confirmed both for
the unconstrained and cost constrained cases for channels with
countably separated input σ-algebras, provided that Augustin
capacity is finite; see [15, Thms 4 and 5]. However, the
existence of a unique Augustin mean was not proved for
general input distributions on these channels in [15].

The technical challenge arises from the lack of closed
form expression for the minimizer in (1). If the output set is
finite, then the probability simplex is compact; thus the lower
semicontinuity and the extreme value theorem implies the
existence of a minimizer. When the output space is an arbitrary
measurable space, the existence of the minimizer has only been
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proved for input distributions with finite support set, [5], [15],
[30]. In these proofs, finite support of the input distribution
is used to reach an intermediary problem with compactness.
Thus previous proofs of the existence of the Augustin mean
relied on some form of compactness directly.

The novelty of our approach is the use of Banach–Saks
property and convexity in lieu of compactness. We lift the
optimization in (1) from the set of all probability measures
to an Lτ space for a τ > 1 because the space of probability
measure P does not have the Banach–Saks property.7 Despite
the change in the underlying vector space structure, the new
functional Dα(·) inherits both the convexity and norm lower
semicontinuity from the Rényi divergence, for an appropriately
chosen τ . Use of the Banach–Saks theorem in conjunction
with the (quasi-)convexity and the norm lower semicontinuity
of the objective function to prove the existence of its minimizer
seems to be a novel approach more generally in the context
of information theoretic optimization problems.

APPENDIX

A. Proof of Lemma 2

Note that for α ≥ 1, if there exists an f ∈ Bτα(qp) such
that Dα(f )<∞, then D1(f )<∞ and W (x )≺qp p-a.s. For
α∈(0, 1), if there exists an f ∈ Bτα(qp) such that Dα(f )<∞,
then ‖W∼(x )‖> 0 p-a.s., where W∼(x ) is the qp-absolutely
continuous component of W (x ) for all x ∈X. In either case,
Dα(f ) can be expressed in terms of W∼ as follows

Dα(f ) = Ep

[
1

α−1 lnEqp

[
hαX f

τα(1−α)
]]
, (40)

where hx ,
dW∼(x)

dqp
for all x ∈X.

We establish the convexity of Dα(·) by invoking (40), but
we need to modify other ingredients of the proof based on the
value of α. Let us first consider α ∈ (0, 0.5) case:

Dα(βf + (1− β)g)

= Ep

[
1

α−1 lnEqp [h
α
X (βf + (1− β)g)]

]
= Ep

[
1

α−1 ln
(
βEqp [h

α
X f ] + (1− β)Eqp [h

α
X g ]
)]

(a)

≤ Ep

[
β
α−1 lnEqp [h

α
X f ] +

1−β
α−1 lnEqp [h

α
X g ]
]

= βDα(f ) + (1− β)Dα(g) ,

where (a) follows from Jensen’s inequality and the concavity
of the natural logarithm function.

Next, we move onto the case α ∈ [0.5, 1):

7One might think of working in L1 instead of Lτ and invoking the Komlós
theorem [33, Theorem 1.a], [29, 4.7.24 Theorem]—every norm bounded
sequence in L1 contains a subsequence whose Cesàro mean converges
almost everywhere. However, this fact alone does not guarantee the setwise
convergence that is crucial to the application of lower semicontinuity of the
Rényi divergence in its second argument.

Dα(βf + (1− β)g)

=Ep

[
1

α−1 lnEqp

[
hαX (βf +(1−β)g)2(1−α)

]]
(a)

≤ Ep

[
1

α−1 lnEqp

[
hαX (βf

2(1−α)+(1−β)g2(1−α))
]]

=Ep

[
1

α−1 lnEqp

[
βhαX f

2(1−α)+(1−β)hαX g2(1−α)
]]

(b)

≤Ep

[
β
α−1 lnEqp

[
hαX f

2(1−α)
]
+ 1−β
α−1 lnEqp

[
hαX g

2(1−α)
]]

= βDα(f ) + (1− β)Dα(g) ,

where (a) follows from Jensen’s inequality and the concavity
of the power function (·)2(1−α), and (b) follows from Jensen’s
inequality and the concavity of the natural logarithm function.

For α ∈ [1,∞] case, first note that (16) implies

ω2(βf + (1− β)g) = β2ω2(f ) + 2β(1− β)ω2

(√
fg
)

+ (1− β)2ω2(g) .

Then the convexity of Rényi divergence, [28, Thm. 12] implies

Dα(βf + (1− β)g)

≤β2Dα(f )+2β(1−β)Dα

(√
fg
)
+(1−β)2Dα(g)

(a)

≤ β2Dα(f )+β(1−β)(Dα(f )+Dα(g))+(1−β)2Dα(g)

=βDα(f ) + (1− β)Dα(g) ,

where (a) follows from inequality Dα

(√
fg
)
≤ Dα(f )+Dα(g)

2
established for different values of α in (41), (42), and (43).

D1

(√
fg
)
= Ep

[
Eqp

[
hX ln

hX

fg

]]
= D1(f )+D1(g)

2 . (41)

For α ∈ (1,∞),

Dα

(√
fg
)

= 1
α−1Ep

[
lnEqp

[
hαX (fg)

1−α]]
(a)

≤ 1
α−1Ep

[
ln
√

Eqp

[
hαX f

2(1−α)
]
Eqp

[
hαX g

2(1−α)
]]

= 1
2

1
α−1Ep

[
lnEqp

[
hαX f

2(1−α)
]
+lnEqp

[
hαX g

2(1−α)
]]

= Dα(f )+Dα(g)
2 , (42)

where (a) follows from the Cauchy–Schwarz inequality.

D∞

(√
fg
)
= Ep

[
ln ess sup hX

fg

]
≤ Ep

[
1
2 ln ess sup

hX

f 2 + 1
2 ln ess sup

hX

g2

]
= D∞(f )+D∞(g)

2 . (43)

B. Proof of Lemma 3

The norm lower semicontinuity of the functional Dα(·)
follows from the norm continuity of the function ωτα(·) for
the total variation topology on its range and the norm lower
semicontinuity of Dα(w‖ ·) on M+

(Y).
Let us start with establishing the continuity of ωτα (·). Note

that for all τ ∈ (1, 2] and a, b ∈ R≥0 we have,



(aτ−bτ )+aτ−1bτ−1(a2−τ−b2−τ )=(a−b)(aτ−1+bτ−1).

Furthermore, (aτ−bτ ) and (a2−τ−b2−τ ) never have opposite
signs. Thus for all τ ∈ (1, 2] and a, b ∈ R≥0 we have

|aτ − bτ | ≤ |a − b|(aτ−1 + bτ−1).

Then
Eqp [|f τ−gτ |]≤Eqp

[
|f − g |(f τ−1 + gτ−1)

]
(a)

≤ Eqp [|f −g |
τ
]
1
τ Eqp

[
(f τ−1+gτ−1)

τ
τ−1
] τ−1

τ

=‖f −g‖τ2Eqp

[(
f τ−1

2 + gτ−1

2

) τ
τ−1

] τ−1
τ

(b)

≤ ‖f −g‖τ2Eqp

[(
f
2+

g
2

)τ] τ−1
τ

=‖f −g‖τ2
2−τ‖f +g‖τ−1τ

(c)

≤ 22−τ‖f − g‖τ (2‖f ‖τ + ‖f − g‖τ )
τ−1

,

where (a) follows from Hölder’s inequality; (b) follows from
Jensen’s inequality and the concavity of the power function
(·)τ−1 for τ ∈ (1, 2], and (c) follows from the triangle
inequality for the τ -norm. Then the continuity of ωτα (·)
follows from the identity ‖ωτ (f )− ωτ (g)‖ = Eqp [|f τ − gτ |]
and the fact that τα ∈ (1, 2].

Now we are left with establishing the norm lower semicon-
tinuity of Dα(w‖ ·) on M+

(Y). To that end first note that
Dα(w‖ q) = Dα(w‖ q/‖q‖)− ln ‖q‖ ∀q : ‖q‖ > 0.

Then Dα(w‖ ·) is continuous at the zero measure by (3)
because Dα(w‖ 0) = ∞. On the other hand, for non-zero
measures Dα(w‖ ·/‖·‖) is norm lower semicontinuous on
M+

(Y) because Dα(w‖ ·) is lower semicontinuous on P(Y)
for the topology of setwise convergence by [28, Thm. 15]
and ·/‖·‖ is norm continuous for the topology of setwise
convergence on its range P(Y). Hence, Dα(w‖ ·) is norm
lower semicontinuous on M+

(Y) for non-zero measures, as
well, as a result of the continuity of the natural logarithm
function.

C. Proof of Lemma 5

There exists an fα∈Lτα(qp) satisfying both ωτα (fα)∈P(Y)
and Dα(W ‖ωτα (fα)| p)=Iα(p;W) by Lemma 4. Furthermore,
qα,p≺qp by the definition of ωτ (fα) given in (16).

To establish that ωτα (fα) is the only probability measure
achieving the infimum in (1), first note that (1) and (10) imply

Iα(p;W) < Dα(W ‖ q | p) ∀q ∈ P(Y) \ P(qp).

That is Iα(p;W) = Dα(W ‖ q | p) can hold only for q’s in P(Y)
that are absolutely continuous in qp . On the other hand, for
any x ∈ X, s1, s0 ∈ P(qp), and β∈(0, 1), the strict convexity
of the Rényi divergence described in [28, Thm. 12] implies

Dα(W (x )‖ sβ) ≤ βDα(W (x )‖ s1) + (1− β)Dα(W (x )‖ s0) ,

for sβ =βs1+(1−β)s0 and the equality holds iff ds0
dqp

= ds1
dqp

holds W (x )-a.s. Thus, for any s1, s0 ∈ P(qp) and β∈(0, 1)

Dα(W ‖ sβ | p) ≤ βDα(W ‖ s1| p) + (1− β)Dα(W ‖ s0| p) ,

and the equality holds iff p(Ss0,s1)=0, where Ss0,s1 ∈ X and
Es0,s1 ∈Y are defined as follows

Es0,s1 ,
{
y : ds0

dqp
6= ds1

dqp

}
,

Ss0,s1 , {x : W (Es0,s1 |x ) > 0} .

But qp(Es0,s1) > 0 for any s0 6= s1. Thus p(Ss0,s1) > 0 for
any s0 6= s1 by (5). Consequently, the infimum in (1) cannot
be achieved by two distinct elements of P(qp), either. Hence,
qα,p=ωτα (fα) is the only distribution in P(Y) achieving the
infimum in (1).

D. Proof of (33) of Lemma 7

The lower bound given in (33) for the difference follows
from (36) for s = qα,p . To prove the upper bound given in
(33), for the difference, let us denote qp̃-absolutely continuous
part of any q ∈ P(Y) by qac. Then

Dα(W ‖ q | p)−Dα(W ‖ qα,p | p)
(a)

≤ Dα(W ‖ qac| p)−Dα(W ‖ qα,p | p)

= 1
α−1Ep

[
ln

∫ (
dqac
dqα,p

)1−α
W qα,p
α (dy |X)

]
(b)

≤


1

α−1Ep

[∫
ln
(

dqac
dqα,p

)1−α
W qα,p
α (dy |X)

]
if α<1

1
α−1 lnEp

[∫ (
dqac
dqα,p

)1−α
W qα,p
α (dy |X)

]
if α>1

(c)
= D1∨α(qα,p‖ qac)
(d)
= D1∨α(qα,p‖ q) ,

where (a) follows from qac ≤ q and [15, Lemma 1], (b)
follows from Jensen’s inequality and the concavity of natural
logarithm function, (c) follows from (29), (32), and Fubini’s
theorem [29, Thm. 3.4.4], and (d) follows from the definition
of Rényi divergence.
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